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About This Book

This book provides experienced programmers with complete, detailed information about files for the AIX
operating system. Files are listed alphabetically, and complete descriptions are given for each file. It
includes information on file formats, special files, system files, header files, directories, and related
information associated with files. This publication is also available on the documentation CD that is
shipped with the operating system.

How to Use This Book

This book contains sections on the system files, special files, header files, and directories that are
provided with the operating system and optional program products. File formats required for certain files
that are generated by the system or an optional program are also presented in a section of this book.

Highlighting
The following highlighting conventions are used in this book:

Bold Identifies commands, subroutines, keywords, files, structures, directories, and other items whose
names are predefined by the system. Also identifies graphical objects such as buttons, labels, and
icons that the user selects.

Italics Identifies parameters whose actual names or values are to be supplied by the user.

Monospace Identifies examples of specific data values, examples of text similar to what you might see
displayed, examples of portions of program code similar to what you might write as a programmer,
messages from the system, or information you should actually type.

Case-Sensitivity in AIX

Everything in the AIX operating system is case-sensitive, which means that it distinguishes between
uppercase and lowercase letters. For example, you can use the Is command to list files. If you type LS, the
system responds that the command is "not found.” Likewise, FILEA, FiLea, and filea are three distinct file
names, even if they reside in the same directory. To avoid causing undesirable actions to be performed,
always ensure that you use the correct case.

ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing of this product.

Related Publications

The following books contain information about or related to the operating system files:
» Operating system and device management

* Networks and communication management

* AIX Version 6.1 Commands Reference (six volumes)

* AIX Version 6.1 Technical Reference (six volumes)

* AIX Version 6.1 General Programming Concepts: Writing and Debugging Programs
* AIX Version 6.1 Communications Programming Concepts

* GL3.2 Version 4.1 for AIX: Programming Concepts
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Xii  AIX Version 6.1 Files Reference



Chapter 1. System Files

A file is a collection of data that can be read from or written to. A file can be a program you create, text
you write, data you acquire, or a device you use. Commands, printers, terminals, and application programs
are all stored in files. This allows users to access diverse elements of the system in a uniform way and
gives the operating system great flexibility. No format is implied when a file is created.

Files are used for all input and output (I/O) of information in this operating system. This standardizes
access to both software and hardware. Input occurs when the content of a file is modified or written to.
Output occurs when the content of one file is read or transferred to another file. For example, to create a
hardcopy printout of a text file, the system reads the information from the text file and writes the data to
the file representing the printer.

Collections of files are stored in directories. These collections of files are often related to each other, and
storing them in a structure of directories keeps them organized.

There are many ways to create, use, and manipulate files. in Operating system and device
management introduces the commands that control files.

Types of Files

There are three basic types of files:

File Type Description

regular Stores data (text, binary, and executable).

directory Contains information used to access other files.

special Defines a FIFO (first-in, first-out) file or a physical device.

All file types recognized by the system fall into one of these categories. However, the operating system
uses many variations of these basic types.

Regular files are the most common. When a word processing program is used to create a document, both
the program and the document are contained in regular files.

Regular files contain either text or binary information. Text files are readable by the user. Binary files are
readable by the computer. Binary files can be executable files that instruct the system to accomplish a job.
Commands, shell scripts, and other programs are stored in executable files.

Directories contain information the system needs to access all types of files, but they do not contain the
actual file data. As a result, directories occupy less space than a regular file and give the file-system
structure flexibility and depth. Each directory entry represents either a file or subdirectory and contains the
name of a file and the file’s i-node (index node reference) number. The i-node number represents the
unique i-node that describes the location of the data associated with the file. Directories are created and
controlled by a separate set of commands. See 'Directoried]’ in Operating system and device management
for more information.

Special files define devices for the system or temporary files created by processes. There are three basic
types of special files: FIFO (first-in, first-out), block, and character. FIFO files are also called pipes. Pipes
are created by one process to temporarily allow communication with another process. These files cease to
exist when the first process finishes. Block and character files define devices.

Every file has a set of permissions (called access modes) that determine who can read, modify, or execute
the file. To learn more about file access modes, see |Fi|e ownership and user groups|in Operating system
and device management.

© Copyright IBM Corp. 1997, 2007 1



File-Naming Conventions

The name of each file must be unique within the directory where it is stored. This insures that the file also
has a unique path name in the file system. File-naming guidelines are:

» Afile name can be up to 255 characters long and can contain letters, numbers, and underscores.

* The operating system is case-sensitive which means it distinguishes between uppercase and lowercase
letters in file names. Therefore, FILEA, Filea, and filea are three distinct file names, even if they reside
in the same directory.

* File names should be as descriptive as possible.

» Directories follow the same naming conventions as files.

« Certain characters have special meaning to the operating system, and should be avoided when naming
files. These characters include the following:

JNt e -2 [1 () VS (<08 |

* Afile name is hidden from a normal directory listing if it begins with a . (dot). When the Is command is
entered with the -a flag, the hidden files are listed along with regular files and directories.

The path name of a file consists of the name of every directory that precedes it in the file tree structure.
Only the final component of a path name can contain the name of a regular file. All other components in a
path name must be directories. Path names can be absolute or relative. See [File path names|in Operating
system and device management to learn more about the complete name of a file within the file system.

System Files

The files in the following chapter are system files. These files are created and maintained by the operating
system and are necessary for the system to perform its many functions. System files are used by many
commands and subroutines to perform operations. These files can only be changed by a user with root
authority.

Related Information

in Operating system and device management introduces the basic concepts of files and directories
and the commands that control them.

[Files, Directories, and File Systems for Programmers|in AIX Version 6.1 General Programming Concepts:
Writing and Debugging Programs introduces i-nodes, file space allocation, and the file, directory, and file
system subroutines.

access _lists File

Purpose
Configures access control lists for the iSCSI target driver.

Description

The access_lists file is used to configure access control lists for the iSCSI target driver. You can use
comments in the access_lists file. The comment character is "#", and must be the first character on the
line.

This file contains one entry per target. Each entry has the following format:
target_name|lun_name iSCSI_name,iSCSI_name,...

target_name
The target ODM name on which access control is applied.
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lun_name
The logical unit number (LUN) ODM name on which access control is applied.

iSCSI_name
The list of iISCSI names (ign or eui format) of initiators that can access this target or LUN.
You can use two default keywords in this file:

all Used for the target_name or lun_name field. It indicates that the Access Control List is the same
for all targets and LUNs on the server. An entry containing all overrides other entries.

any Used for the iSCSI_name field. It indicates that one target or LUN is visible by any initiator
connecting to the server.

You can use the line continuation character backslash (\ ) to make each entry easier to read.

Attention: If an access list grants an initiator the access to a LUN, the access list must also explicitly
grant the access to the target that owns the LUN.

Files

letc/tmiscsi/access_lists Configures Access Control Lists.

acct.cfg File

Purpose

The acct.cfg file consists of CA stanzas and LDAP stanzas. The CA stanzas contain private CA
information not suitable for the publicly readable ca.cfg file. LDAP stanzas contain LDAP information such
as LDAP administrative names and passwords.

Description

For every CA stanza in the ca.cfg file, the acct.cfg file should contain an equivalently named CA stanza,
and all CA stanzas must be uniquely named. On the other hand, all LDAP stanzas are named Idap. For
this reason, a CA stanza cannot be named Idap. Also, no stanza can be named default. An LDAP stanza
must exist and at least one CA stanza, named local must exist.

Examples

EE R R R R R R R R R R R R R R R R R R R R R R R R R T S R R S R R R R R R R Tt R R

* CA Stanzas:
*

carefnum Specifies the CA's reference number used while communicating
with the CA through CMP. This value must be the same value as
the one that is specified while configuring the CA. (Required)

capasswd Specifies the CA's password used while commuinicating with
the CA. The Tength of the password must be at least 12
characters long. This value must be the same value as the one
that is specified while configuring the CA.(Required)

rvrefnum Specifies the revocation reference number used for revoking
a certificate

rvpasswd Specifies the revocation password used for CMP. The length of
the password must be at Teast 12 character long.

keylabel Defines the name of the key Tabel in the trusted keystore.
(Required)

L I S T R R S T
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* keypasswd Defines the password of the trusted keystore. (Required)

*

* ]dap Stanzas:

: ldappkiadmin Specifies the PKI LDAP administrator account name.

i ldappkiadmpwd  Specifies the PKI LDAP administrator account password.

: ldapservers Specifies the LDAP server machine name or IP address.

: ldapsuffix Specifies the LDAP DN suffix for the root of the LDAP branch
* where the PKI data resides.

*

local:
carefnum
capasswd
rvrefnum
rvpasswd = password
keylabel = "Trusted Key"
keypasswd = somepassword

12345678
passwordl1234
9999997

ldap:
ldappkiadmin = "cn=admin"
1dappkiadmpwd = password
ldapservers = myserver.mydomain.com
ldapsuffix = "ou=cert,cn=aixsecdb"

File
lusr/lib/security/pki/acct.cfg

Related Information
The command.

The |certrevoke| command.

The [Jusr/lib/security/pki/ca.cfg file.

admin File

Purpose
Describes the format of an installation defaults file.

Description

admin is a generic name for an ASCII file that defines default installation actions by assigning values to
installation parameters. For example, it allows administrators to define how to proceed when the package
being installed already exists on the system.

/var/sadm/install/admin/default is the default admin file delivered with your system. The default file is not
writable, so to assign values different from this file, create a new admin file. There are no naming
restrictions for admin files. Name the file when installing a package with the -a flag of the pkgadd
command. If the -a flag is not used, the default admin file is used.

Each entry in the admin file is a line that establishes the value of a parameter in the following form:

param=value
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Eleven parameters can be defined in an admin file. A file is not required to assign values to all eleven
parameters. If a value is not assigned, pkgadd asks the installer how to proceed.

The eleven parameters and their possible values are shown below except as noted. They may be
specified in any order. Any of these parameters can be assigned the value ask, which means that, if the
situation occurs, the installer is notified and asked to supply instructions at that time.

Parameter
basedir

mail

runlevel

conflict

setuid

action

partial

idepend

rdepend

Description

Indicates the base directory where relocatable packages are to be installed. The value may contain
$PKGINST to indicate a base directory that is to be a function of the package instance.

Defines a list of users to whom mail should be sent following installation of a package. If the list is
empty or if the parameter is not present in the admin file, the default value of root is used. The ask
value cannot be used with this parameter.

Indicates resolution if the run level (system state) is not correct for the installation or removal of a
package. Options are:

nocheck
Do not check for run level (system state).

quit Abort installation if run level (system state) is not met.
Specifies what to do if an installation expects to overwrite a previously installed file, thus creating a
conflict between packages. Options are:

nocheck
Do not check for conflict; files in conflict are overwritten.

quit Abort installation if conflict is detected.

nochange
Override installation of conflicting files; conflicting files are not installed.
Checks for executables that have setuid or setgid bits enabled after installation. Options are:

nocheck
Do not check for setuid executables.

quit Abort installation if setuid processes are detected.

nochange
Override installation of setuid processes; processes are installed without setuid bits enabled.

Determines if action scripts provided by package developers contain possible security impact.
Options are:

nocheck
Ignore security impact of action scripts.

quit Abort installation if action scripts may have a negative security impact.
Checks to see if a version of the package is already partially installed on the system. Options are:

nocheck
Do not check for a partially installed package.

quit Abort installation if a partially installed package exists.
Controls resolution if other packages depend on the one to be installed. Options are:

nocheck
Do not check package dependencies.

quit Abort installation if package dependencies are not met.
Controls resolution if other packages depend on the one to be removed. Options are:

nocheck
Do not check package dependencies.

quit Abort removal if package dependencies are not met.
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Parameter Description
space Controls resolution if disk space requirements for package are not met. Options are:

nocheck
Do not check space requirements (installation fails if it runs out of space).

quit Abort installation if space requirements are not met.

The value ask cannot be defined in an admin file that is used for non-interactive installation (since by
definition, there is no installer interaction). Doing so causes installation to fail when input is needed.

Related Information

The command.

aliases File for Mail

Purpose
Contains alias definitions for the sendmail command.

Description

The /etc/mail/aliases file contains the required aliases for the sendmail command. Do not change these
defaults, as they are required by the system. The file is formatted as a series of lines in the form:

name: name_l, name_2, name_3,...

The name: is the name of the alias, and the name_n are the aliases for that name. Lines beginning with
white space are continuation lines. Lines beginning with a # (pound sign) are comments.

Aliasing occurs only on local names. System-wide aliases are used to redirect mail. For example, if you
receive mail at three different systems, you can use the /etc/mail/aliases file to redirect your mail to one
of the systems. As an individual user, you can also specify aliases in your [mailrd file.

Aliases can be defined to send mail to a distribution list. For example, you can send mail to all of the
members of a project by sending mail to a single name.

The sender of a message is not included when the sendmail command expands an alias address. For
example, if amy sends a message to alias D998 and she is defined as a member of that alias, the sendmail
command does not send a copy of the message to amy.

The /etc/mail/aliases file is a raw data file. The sendmail command uses a database version of this file.
You must build a new alias database by running the sendmail -bi command or the newaliases command
before any changes made to the /etc/mail/aliases file become effective.

Berkeley DB support is now available on AIX 5.1 for Sendmail 8.11.0. As long as you do not rebuild the
aliases database, sendmail will continue to read it in its old DBM format. This consists of two files:
letc/mail/aliases.dir and /etc/mail/aliases.pag. However, the moment you rebuild the aliases database,
sendmail will change this format to Berkeley DB. This file will be stored in /etc/mail/aliases.db.

Note: Upper case characters on the left hand side of the alias are converted to lowercase before being
stored in the aliases database. In the following example, mail sent to the testalias user alias fails,
since TEST is converted to test when the second line is stored.

TEST: user@machine
testalias: TEST
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To preserve uppercase in user names and alias names, add the u flag to the local mailer description in the
letc/mail/sendmail.cf file. Thus, in the example above, mail to the testalias user alias would succeed.

Files

letc/mail/aliases Contains systemwide aliases.

/etc/mail/aliasesDB directory Contains the binary files created by the newaliases command,
including the DB.dir and DB.pag files.

letc/mail/aliases.db Contains the binary file storing the aliases database in Berkeley DB

format, created by the newaliases command

Related Information

The command, command.
The [mailrd file.

|Alias database building, [Creating a local alias for mail, |[Mail aliases|in Networks and communication
management.

audit File for BNU

Purpose
Contains debug messages from the uucico daemon.

Description

The /var/spool/uucp/.Admin/audit file contains debug messages from the uucico daemon when it is
invoked as a result of a call from another system. If the Juucicol daemon is invoked from the local system,
the debug messages are sent to either the /var/spool/uucp/.Adminjerrors|file or to standard output.

Files
Ivar/spool/uucp/.Admin/audit Specifies the path of the audit file.
Ivar/spool/uucp/.Admin/errors Contains a record of uucico daemon errors.

Related Information
The [uudemon.cleanu|command.

The daemon, daemon.

IBNU log files| BNU Daemons| [BNU File and Directory Structure|in Networks and communication
management.

/etc/security/authorizations File

Purpose
Contains the list of valid, user-defined authorizations.

Description

The /etc/security/authorizations file stores the list of valid, user-defined authorizations available on a
system. An authorization administrator can modify user-defined authorizations. System-defined
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authorizations do not appear in this file. You can add new authorizations to this file using the mkauth
command and modify authorizations using the chauth command.

The /etc/security/authorizations file is an ASCII file that uses a stanza for each user-defined
authorization. Each stanza is identified by the authorization name followed by a colon (:). You can list
authorization attributes individually as Attribute=Value pairs on subsequent lines. Each attribute pair ends
with a newline character, as does each stanza. For an example of a stanza, see |“Examples” on page 9.|

When the system is operating in Enhanced RBAC Mode, changes that you make to the authorizations file
do not impact security considerations until you send the entire authorization database to the Kernel
Security Tables using the setkst command, or until the system is rebooted.

Modifying and listing entries in the authorizations file
Do not directly edit the /etc/security/authorizations file. Use the following commands and subroutines to
manipulate the authorization database:

mkauth
Adds new authorizations to the /etc/security/authorizations file.

chauth
Changes user-defined authorization attributes.

Isauth Displays authorizations that are defined in this file and system-defined authorizations.

rmauth
Removes entries from this file.

To write programs that affect entries in the /etc/security/authorizations file, use one or more of the
following subroutines:

» getauthattr
» getauthattrs
* putauthattr
* putauthattrs

Attributes

A stanza in this file contains one or more of the following attributes:

Attribute Description

id Specifies the unique numeric ID of the authorization. This is a required attribute and is

used internally for security decisions. Do not modify this ID after creating the
authorization. The value is a unique decimal integer greater than 10000. Values below
10000 are reserved for system-defined authorizations.

dfltmsg Specifies the default authorization-description text if message catalogs are not in use.
The value is a character string.

msgcat Specifies the file name of the message catalog that contains the one-line description of
the authorization. The value is a character string.

msgset Specifies the message set that contains the authorization description in the message
catalog. The value is a decimal integer.

msgnhum Specifies the message ID that contains the authorization description in the message
catalog. The value is a decimal integer.

Security

The root user and the security group own this file. This files grants read and write access to the root user.
Access for other users and groups depends on the security policy for the system.
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Examples
The following example for the custom authorization displays a typical stanza in the file:

custom:
id = 11000
dfltmsg = "Custom Authorization"

msgcat = "custom_ auths.cat"
msgset = 1
msgnum = 5

Related Information

The [getauthattr subroutine, |getauthattrs| subroutine, subroutine, and

subroutine.

The command, command, command, command, and|setksf command.

[Role Based Access Control (RBAC)|in Security.

autosecrets File

Purpose
Configures iSCSI target passwords.

Description

The autosecrets file is used to configure iISCSI target passwords. You can use comments in the
autosecrets file. The comment character is "#", and must be the first character on the line.

This file contains one entry per target. Each entry has the following format:

target_name chap_name chap_secret

target_name
The ODM name of the target.

chap_name
The CHAP name associated with this password. The iSCSI initiator identifies itself by sending this
name to the iSCSI target during the authentication process.

chap_secret
The password, enclosed in double quotation marks.

You can use the line continuation character backslash (\) to make each entry easier to read.

Examples

If the target ODM name is target0, the CHAP name is ign.com.ibm-K167-42.fcla, and the chap_name is
secret.fcla, the entry looks like the following example:

target0 ign.com.ibm-K167-42.fcla "secret.fcla"

The following example has the same target, chap_name, and chap_secret, but with a line continuation
character.

target0 ign.com.ibm-K167-42.fcla \
"secret.fcla"

Files

letc/tmiscsi/autosecrets Configures iSCSI target passwords.
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backup File

Purpose
Copies the file system onto temporary storage media.

Description

A backup of the file system provides protection against substantial data loss due to accidents or error. The
backup command writes file system backups in the backup file format, and conversely, the restore
command reads file system backups. The backup file contains several different types of header records
along with the data in each file that is backed up.

Header Records
The different types of header records for by-name backups are:

Header Record Description

FS_VOLUME Exists on every volume and holds the volume label.
FS_NAME_X Holds a description of a file backed up by name.
FS_END Indicates the end of the backup. This header appears at the end of the last volume.

The different types of header records for by-inode and name backups are:

Header

Record Description

TS_TAPE Exists on every volume and holds the volume label.
TS_BITS Describes the directory structure.

TS_CLRI Describes the unused i-node numbers on the backup system.
TS_INODE Describes the file.

TS_ADDR Indicates a continuation of the preceding file.

TS_END Indicates the end of the backup.

The descriptions of the fields of the header structure for by-inode backups are:

Header Record Description

c_type The header type.

c_date The current dump date.

c_ddate The file system dump date.

c_volume The volume number.

c_tapea The number of the current header record.

c_inumber The i-node number on this record.

c_magic The magic number.

c_checksum The value that would make the record sum to the CHECKSUM value.
bsd_c_dinode A copy of the BSD i-node as it appears on the BSD file system.
c_count The number of characters in the c_addr field.

c_addr A character array that describes the blocks being dumped for the file.
xix_flag Set to the XIX_MAGIC value if doing the backup of a file system.
xix_dinode The real di-node from the file system.

Each volume except the last ends with a tape mark (read as an end of file). The last volume ends with a
TS_END record and then the tape mark.
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By-Name Format
The format of a by-name backup is:

FS_VOLUME

FS_NAME_X (before each file)

File Data

FS_END

By-Inode Format
The format of a by-inode backup follows:

TS_VOLUME

TS_BITS

TS_CLRI

TS_INODE

TS_END

A detailed description of the by-inode header file follows:

union u_

spcl {

char dummy[TP_BSIZE];
struct s_spcl {

/

/
*/
*/
*/
*/
*/
*/

*/

*/

*/

*/

*/

gic
3

or

ber

*/

*/
*/
*/
*/
*/
*/
*/
*/
*/

int c_type; /% 4 *

time_t c_date; [* 8 *

time_t c_ddate; [* 12

int c_volume; /* 16

daddr_t  c_tapea; /* 20

ino_t c_inumber; /* 24

int c_magic; /* 28

int c_checksum; /* 32

struct bsd_dinode bsd_c_dinode; /* 160

int c_count; /* 164

char c_addr[TP_NINDIR]; /* 676

int xix_flag; /* 680

struct dinode xix_dinode; /* 800

} s_spcl;
} u_spcl;
Constants
Constants used to distinguish these different types of headers and define other variables are:
#define OSF_MAGIC (int)60011
#define NFS_MAGIC (int)60012 /* New File System Ma
#define XIX_MAGIC (int) 60013 /* Magic number for v
#define BYNAME_MAGIC (int)60011 /* 2.x magic number
#define PACKED_MAGIC (int)60012 /* 2.x magic number f
/* Huffman packed format
#define CHECKSUM (int)84446 /* checksum magic num
#define TP_BSIZE 1024 /* tape block size
#define TP_NINDIR (TP_BSIZE/2) /* num of indirect pointers
/* in an inode record

#define FS_VOLUME 0 /* denotes a volume header
#define FS_END 7 /* denotes an end of backup
#define FS_NAME X 10 /* denotes file heade

r

*/
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#define SIZSTR 16 /* string size in vol headerx/

#define DUMNAME 4 /* dummy name Tength for =/
/% FS_NAME_X */
#define FXLEN 80 /* length of file index */

Related Information
The command, command, command.

The [filesystemsifile.

[File systems|and [Backup methods|in Operating system and device management.

bincmds File

Purpose
Contains the shell commands that process audit bin data.

Description

The /etc/security/audit/bincmds file is an ASCII template file that contains the backend commands that
process audit binfile records. The path name of this file is defined in the bin stanza of the
letc/security/audit/config file.

This file contains command lines each composed of one or more commands with input and output that can
be piped together or redirected. Although the commands usually are one or more of the audit system
commands (the auditcat command, the auditpr command, the auditselect command), this is not a
requirement.

As each bin file is filled by the kernel, the auditbin daemon invokes each command to process the bin
records, substituting the names of the current bin file and the audit trail file for any $trail and $bin strings
in the commands. Upon startup, if the auditbin daemon detects that the bin files require a recovery
procedure, the command will prepend a -r to the bin file’s name in $bin.

Note: The commands are executed by the trusted shell (TSH) when on the trusted path. This means that
the path names in the commands must be absolute, and that environment variable substitution may
be limited. See the discussion of the [tsh| command for more information.

Security

Access Control: This file should grant read (r) access to the root user and members of the audit group and
grant write (w) access only to the root user.

Examples

1. To compress audit bin records and append them to the system audit trail file, include the following line
in the /etc/security/audit/bincmds file:
/usr/sbin/auditcat -p -o $trail $bin
When the command runs, the names of the current bin file and the system audit-trail file are

substituted for the $bin and $trail strings. Records are compressed and appended to the /audit/trail
file.

2. To select the audit events from each bin file that are unsuccessful because of authentication or
privilege reasons and append the events to the /audit/trail.violations file, you must include the
following line in the /etc/security/audit/bincmds file:

/usr/sbin/auditselect -e "result == FAIL AUTH || \
result == FAIL PRIV" $bin >> /audit/trail.violations

12  AIX Version 6.1 Files Reference



3. To create a hard-copy audit log of all local user authentication audit events, include the following line in
the /etc/security/audit/bincmds file:
/usr/sbin/auditselect -e "event == USER Login || \
event == USER_SU" $bin | \
/usr/sbin/auditpr -t2 -v >/dev/1pr3

Adjust the printer name to fit your requirements.

Files

letc/security/audit/bincmds Specifies the path to the file.
etc/security/audit/config Contains audit-system configuration information.
etc/security/audit/evend Contains the audit events of the system.
etc/security/audit/objects| Contains audit events for audited objects (files).
etc/security/audit/streamcmds]| Contains auditstream commands.

Related Information
The command, command, command, command, [tsh| command.

The daemon.

[Setting Up Auditing|in Operating system and device management.

[Security Administration| [Auditing overview|in Operating system and device management.

BOOTP Relay Agent Configuration File

Purpose
Default configuration information for the BOOTP (boot protocol) relay agent program (dhcprd).

Description

The dhcprd configuration file contains entries for logging information and servers to receive BOOTP
packets.

This file is part of TCP/IP in Network Support Facilities in Base Operating System (BOS) Runtime.

Following are the formats for the data in the configuration file.

Format Meaning

# Comment line The # character means that there is a comment from that point to the
end of the line.

numLogFiles n Specifies the number of log files. If 0 is specified, no log file will be

maintained, and no log message is displayed anywhere. n is the
maximum number of log files maintained as the size of the most
recent log file reaches its maximum size and a new log file is created.

TogFileSize n Maximum size of a log file. When the size of the most recent log file
reaches this value, it is renamed and a new log file is created. n is
measured in kilobytes(KB).

TogFileName filename Name and path of the most recent log file. Less recent log files have
the number 1 to (n - 1) appended to their names; the larger the
number, the older the file.
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Format
logItem <option name>

server <ip address>

Example

Meaning

One item that will be logged. Multiple of these lines are allowed. This
allows for the specified logging level to be turned on. The following
are option names:

SYSERR

System error, at the interface to the platform
OBJERR

Object error, in between objects in the process
PROTERR

Protocol error, between client and server
WARNING

Warning, worth attention from the user
EVENT Event occurred to the process

ACTION
Action taken by the process

INFO Information that might be useful

ACNTING
Who was served, and when

TRACE

Code flow, for debugging.
The address of a server to receive the DHCP or BOOTP packet.
Multiple servers may be specified, and all will receive the packet.

The following example sets the logging parameters and configures two servers to receive BOOTP and
DHCP packets. The servers are specified singly and with their ip addresses. The logging statements below

tell the daemon to use at most four logdfiles,

rotate the log files after their size is 100 kilobytes of data, and

place the files in the local directory and use dhcpsd.log as the base name. On rotation, the old file will be
moved to dhcpsd.log1, and the daemon will start logging to an empty dhcpsd.log.

numLogFiles 4
logFileSize 100
logFileName dhcpsd.log

lTogItem SYSERR
logItem OBJERR
logItem PROTERR
lTogItem WARNING
logItem EVENT
lTogItem ACTION
logItem INFO
lTogItem ACNTING
logItem TRACE

server 129.35.128.43
server 9.3.145.5

Related Information
The Daemon, the Daemon

|TCP/IP address and parameter Assignment - Dynamic Host Configuration Prot0001 in Networks and

communication management.

[TCP/IP problems with Dynamic Host Configuration Protocol|in Networks and communication management.
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bootparams File for NFS

Purpose
Contains the list of client entries that diskless clients use for booting.

Description

The /etc/bootparams file for Network File System (NFS) contains a list of client entries that diskless
clients use for booting. The first item of each entry is the name of the diskless client. Each entry should
contain the following information:

* Name of client
» List of keys, names of servers, and path names

Iltems are separated by tab characters.

Examples
The following is an example of a /etc/bootparams file:

myclient root=myserver:/nfsroot/myclient \
swap=myserver:/nfsswar/myclient \
dump=myserver:/nfsdump/myclient

Files

/etc/bootparams Specifies the path of the bootparams file.

Related Information
[Network File System Overview| in Networks and communication management.

ca.cfg File

Purpose

The ca.cfg file consists of CA stanzas. The CA stanzas contain public CA information used by the
Certificate Authentication Services for generating certificate requests and certificate revocation requests.

Description

For every CA stanza in the ca.cfg file, the acct.cfg file should contain an equivalently named CA stanza.
Each CA stanza name in the ca.cfg file must be unique. At least one stanza named local must exist. No
stanza should be named Idap or default.

Examples

* Multiple components of the PKI implementation use this file for configuration
* information.

*

* algorithm Defines the encryption algorithm used for CMP requests.

* Supported values are RSA and DSA. The default is RSA.

*

* crl Specifies the CA's root certificate file.

*

* dn Defines the default Distinguished Name value for newly

* created certificates. (Optional) Example:

* dn = "c=US, 0=ZZZ Corp., ou=Sales OEM, sp=Texas, 1=Austin"
*

* keysize Defines the minimum number of bits required when generating
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* an encryption/signing key. The default is 1024.

*

* program Specifies the PKI service module file name.

* (Required)

*

* retries Defines the number of retry attempts when contacting a CA.
* The default is 5.

*

* server Defines the URL address of the CA server. Example:

* "cmp:://9.53.149.39:1077".

* signinghash Specifies the hash algorithm used to verify keys and to
* perform trusted certificate signing when validating users.
* Supported values are MD2, MD5, and SHAl. The default is MD5.
*
* trustedkey Defines the keystore location containing the system-wide
* trusted signing key used to sign/verify user certificates.
*
* url Defines the default subject alternate name URI value to be
* added to new certificates.
*
local:

program = /usr/lib/security/pki/JSML

trustedkey = file:/usr/1ib/security/pki/trusted.pl5

server = "cmp://9.53.149.39:1077"

crl = Tdap://9.53.149.39/0=XYZ, c=us

dn = "c=US, o=XYZ"

url = "http://www.ibm.com/"

algorithm = RSA

keysize = 512

retries = 5

signinghash = MD5
File

lustr/lib/security/pki/ca.cfg

Related Information
The command.

The [Jusr/lib/security/pki/acct.cfgfile.

cdromd.conf File Format

Purpose
Defines for the cdromd daemon the managed devices and supported file system types.

Description

The /etc/cdromd.conf is the configuration file for the edromd daemon. This file enables you to specify the
devices to manage and the file system types to handle.

If you change the /etc/cdromd.conf file, run refresh -s cdromd or kill -1 CdromdPID command to inform
the daemon of the changes to its configuration file.

The cdromd daemon reads its configuration file only when it starts, when the cdromd daemon receives a
SIGHUP signal, or when the SRC refresh -s cdromd command is entered.

An information line in the edromd configuration file defines either a device to manage or a file system type
to handle. Lines starting with the pound sign (#) are comment lines. Fields in information lines must be
separated by spaces or tabs. A device information line starts with <device> keyword and is of the form:
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device device_name mount_point

device_name Contains a valid device name, as printed by the Isdev command, such as:
1sdev -Cc cdrom -F name

mount_point Contains the path of the directory for the mount operation. It must begin with a /

If there is no line in the configuration file beginning with the device keyword, all the CD-ROM and DVD
devices available on the system will be managed by edromd, and a media inserted in the cd<x> drive will
be automatically mounted on /cdrom/cd<x> directory.

A file system type information line starts with the fstype keyword and is of the form:

fstype VfsName fs_options

VisName Contains the VFS type used with the -V flag of the mount command.Only cdrfs and udfs
types can be used.

fs_options Contains the comma separated list of options used with the -o flag of the mount command
(see mount command man page).

If there is no line beginning with the fstype keyword in the configuration file, the mount command will be
called with one of the following options:

-V cdrfs -0 ro

or
-V udfs -0 ro

If you want the UDFS file system to be mounted in read/write mode by default, add the following line to
the cdromd.conf file:

fstype udfs rw

Examples
The following example of cdromd.conf file is for a cdromd daemon that:

* Manages cdrom cdO with inserted media mounted on /mnt with either -V cdrfs -o ro or -V udfs -o ro
options.

* Manages cdrom cd1 with inserted media mounted on /install with either -V cdrfs -o ro or -V udfs -o
ro options.

device cdo /mnt
device cdl /install
fstype cdrfs ro
fstype udfs ro

Related Information
The [cdmount, [cdutil, |cdeject] cdumount] [cdcheck| [mount| commands.

The daemon.

ClientHostName.info File

Purpose

Created by the Network Installation Management (NIM) software to deliver information to the boot
environment of NIM client machines.

Note: In AIX Version 4, this is an internal file to the Network Installation Management software and should
not be modified manually.
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Description

The NIM software creates the ClientHostName.info file to deliver information to the boot environment of
NIM client machines. The file resides in the /tftpboot directory on the server of the NIM Shared Product
Object Tree (SPOT), with a format of ClientHostName.info where ClientHostName is the hostname of the
client machine.

After the client machine performs a network boot, it retrieves a copy of the ClientHostName.info file from
the boot server using tftp. The client machine then uses the contents of the ClientHostName.info file to
define environment variables for further processing in the boot process.

The ClientHostName.info file is used to support network boot for the followng NIM operations:
 Installing the Base Operating System onto standalone machines

* Initializing diskless/dataless machines

» Diagnostics boot

Some of the variables defined in the ClientHostName.info file are common to all operations while others
are operation-specific.

The following variables may be defined in the ClientHostName.info file:

Note: These variables are managed by the nim command and should not be modified by other means.

Variable Description

NIM_NAME Identifies the client machine in the NIM environment.

NIM_HOSTNAME Identifies hostname of the client machine.

NIM_CONFIGURATION Describes the configuration of the client’s resource requirements. Possible
values are standalone, diskless, and dataless.

NIM_MASTER_HOSTNAME Identifies the hostname of the NIM master in the network.

NIM_MASTER_PORT Specifies the port number on the NIM master that should be used for NIM
communications.

RC_CONFIG Specifies the file that defines the configuration procedures the client machine
should follow as it boots. Possible values are re.bos_inst, rc.dd_boot, and
rc.diag.

NIM_BOSINST_RECOVER Specifies the script that initializes the BOS installation environment for NIM.

SPOT Specifies the location of the Shared Product Object Tree resource that will be
used during the boot process.

ROOT Specifies the location of the root filesystem that will be mounted by
diskless/dataless machines.

DUMP Specifies the location of the dump resource that will be mounted by
diskless/dataless machines.

NIM_CUSTOM Names the command to execute a NIM script during post-installation
processing.

NIM_BOS_IMAGE Specifies the image from which the Base Operating System will be installed.

NIM_BOS_FORMAT Specifies the format of the image that will be used to install the Base Operating
System.

NIM_HOSTS Specifies the IP addresses and hostnames of the NIM machines that will
participate in the operation.

NIM_MOUNTS Specifies the filesystems that will be mounted during the operation.

ROUTES Specifies the routes from the client machine to other networks in the NIM

environment. The format of each value is a colon-separated list of the network
IP address, the network subnet mask, and the IP address of the gateway to the
network.
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Example

This example shows the contents of the file /tftpboot/devon.austin.ibm.com.info after a bos installation
has been enabled via the following command:

nim -o bos_inst -a source=rte devon

export NIM NAME=devon

export NIM_HOSTNAME=devon.austin.ibm.com

export NIM_CONFIGURATION=standalone

export NIM_MASTER_HOSTNAME=redfish.austin.ibm.com

export NIM_MASTER_PORT=1058

export RC_CONFIG=rc.bos_inst

export

NIM BOSINST RECOVER="/../SPOT/usr/1pp/bos.sysmgt/nim/methods/
c_bosinst_env -a

hostname=devon.austin.ibm.com"

export SPOT=redfish.austin.ibm.com:/spot/myspot/usr

export

NIM_CUSTOM="/../SPOT/usr/1pp/bos.sysmgt/nim/methods/c_script -a

Tocation=redfish.austin.ibm.com:/export/nim/scripts/devon.script"

export NIM_BOS_IMAGE=/SPOT/usr/sys/inst.images/bos

export NIM_BOS_FORMAT=rte

export NIM_HOSTS=" 129.35.134.9:devon.austin.ibm.com

9.3.84.202:redfish.austin.ibm.com "

export NIM_MOUNTS="

redfish.austin.ibm.com:/1ppsource/imagedir:/SPOT/usr/sys/inst.images:dir

export ROUTES=" 9.3.84.128:255.255.255.128:129.35.128.201 "

Files

Itftpboot/ClientHostName.info Default location of the ClientHostName.info file.

Related Information
The@ command.

clsnmp.conf File

Purpose
Contents are used by the clsnmp command to identify a host on which an SNMP agent is running.

Description

The contents of the clsnmp.conf file used by the clsnmp command are as follows. Each entry identifies:
* a host on which an SNMP agent is running,

» the administrative model used to communicate with the host at that agent,

* and the security parameters to be used in the communication.

An entry in the clsnmp.conf file has the following syntax:

winSnmpName targetAgent admin secName password context secLevel authProto
authKey privProto privKey

where:

winSnmpName
An administrative name by which the winSNMP code used by clsnmp can locate an entry in this
configuration file. This value is to be specified on the -h keyword for the clsnmp command. Valid
values are: A character string of 1 to 32 characters. There is no default value.
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targetAgent

admin

Identification of the target SNMP agent. By default, the port at which the agent is to receive
requests is 161. To specify a port other than 161, use the syntax of:

host:port_number (host colon port_number)

Valid values are a host name of 1 to 80 characters. An IP address Port number, if specified, must
be between 1 and 65535 There is no default value.
Specifies the administrative model supported by the targetAgent. Valid values are:

snmpvi
Indicates community based security with SNMPv1 message protocol data units.

shmpv2c
Indicates community based security with SNMPv2 message protocol data units.

snmpv3
Indicates user based security (USM) with SNMPv3 message protocol data units.

There is no default value.

secName

Specifies the security name of the principal using this configuration file entry. For user-based
security, this is the userName. The user must be defined at the targetAgent. This field is ignored
unless snmpv3 is specified for the admin keyword. Valid values are: A user name of 1 to 32
characters. There is no default value.

password

Specifies the password to be used in generating the authentication and privacy keys for this user.
If a password is specified, the values of the authKey and privKey fields will be ignored.

Note: the use of password instead of keys in this configuration file is not recommended, as
storing passwords in this file is less secure than using keys.

This field is ignored unless snmpv3 is specified for the admin keyword. Valid values are: A

password of 8 to 64 characters. A’-’ (dash) indicates the default. The default value is no

password.

context

Specifies the SNMP contextName to be used at the target agent. Note, the contextName is
needed only at agents that support multiple contexts. Otherwise, the only context supported is the
null context, which is the default value of this keyword. The CS for OS/390 SNMP agent does not
support multiple contexts. This field is ignored unless snmpv3 is specified for the admin keyword.
Valid values are: A contextName of 1 to 40 32 characters. A’-’ (dash) indicates the default. The
default value is the null context ("").

seclLevel

Specifies the security level to be used in communicating with the target SNMP agent when this
entry is used. This field is ingored unless snmpv3 is specified for the admin keyword.

Note: Privacy will be supported on CS for OS/390 V2R7 only in a separately orderable FMID. It
will not be supported in the base FMID.

Valid values are: noAuthNoPriv or none which indicates no authentication or privacy requested.

AuthNoPriv or auth indicates authentication is requested, but privacy is not requested. AuthPriv

or priv indicates both authentication and privacy are requested (only supported in the additional

encryption product) . A’-’ (dash) indicates the default. The default value is none (noAuthNoPriv).

authProto

Specifies the SNMP authentication protocol to be used in communicating with the target SNMP
agent when this entry is used. This field is ignored unless snmpv3 is specified for the admin
keyword. Valid values are:
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HMAC-MD5
Indicates HMAC mode MD5.

HMAC-SHA
Indicates HMAC mode SHA.

A’-’ (dash) indicates the default. The default value is no authentication.

authKey

Specifies the SNMP authentication key to be used in communicating with the target SNMP agent
when this entry is used. This key must be the non-localized key. This field is ignored if the
password keyword is used. This field is ignored unless snmpv3 is specified for the admin keyword
and a non-default value is specified for authProto. Valid values are:

* Akey of 16 bytes (32 hex digits) when authProto is HMAC-MD5

* Akey of 20 bytes (40 hex digits) when authProto is HMAC-SHA

A’-’ (dash) indicates the default. The default value is no key.

privProto

Specifies the SNMP privacy protocol to be used in communicating with the target SNMP agent
when this entry is used.

Note: Privacy will be supported on CS for OS/390 V2R7 only in a separately orderable FMID. It
will not be supported in the base FMID.

If privacy is not supported, this keyword will be ignored. This field is ignored unless snmpv3 is

specified for the admin keyword. Valid values are:

» DES - for CBC-DES (only supported in the additional encryption product)

A’-’ (dash) indicates the default. The default value is no privacy.

privKey

Specifies the SNMP privacy key to be used in communicating with the target SNMP agent when
this entry is used. This key must be the non-localized key. This field is ignored if the password
keyword is used. If privacy is not supported, this keyword will be ignored. The privacy and
authentication keys are assumed to have been generated using the same authentication protocol
(e.g., both with HMAC-MD5 or both with HMAC-SHA). This field is ignored unless snmpv3 is
specified for the admin keyword and a non-default value is specified for privProto. Valid values
are:

* Akey of 16 bytes (32 hex digits) when authProto is HMAC-MD5
* Akey of 20 bytes (40 hex digits) when authProto is HMAC-SHA

A’-’ (dash) indicates the default. The default value is no key.

General Usage Rules

All parameters for an entry must be contained on one line in the # configuration file.
A "-" (dash) is used to indicate the default value for a keyword.

Sequence numbers are not allowed on the statements.

Comments may be included in the file beginning with a pound sign (#) in column 1.
The secName and password parameters are case-sensitive.

As the clsnmp command supports both issuance of SNMP requests and receipt of SNMP traps, the
entries in the clsnmp.conf file must be defined for both uses. Multiple entries for the same USM user are
allowed within the file. This may be useful to define different security levels for the same user. If multiple
entries for the same USM user are defined, be aware that only the first one in the file can be used for
receiving notifications. If multiple entries for the same USM user are defined and the user will be used for

Chapter 1. System Files 21



receiving notifications, the definition with the highest (most stringent) securityLevel should be defined first.
Doing so will allow the user to be used for any level of security equal to or lower (less stringent) than the
securityLevel defined.

Related Information
The [snmpdv3} |clsnmp] [pwtokey} and [pwchange| commands.

The |/etc/clsnmp.conf{file.

The fle.

Problem Determination for the SNMP Daemon, [SNMP trap processing, [SNMP daemon troubleshooting|in
Networks and communication management.

|SNMP daemon configuration| in Networks and communication management.

Command (C.*) Files for BNU

Purpose
Contains file transfer directions for the uucico daemon.

Description

Command (C.*) files contain the directions that the Basic Networking Utilities (BNU) daemon
follows when transferring files. The full path name of a command file is a form of the following:

Ivar/spool/uucp/SystemNamelC.SystemNameNxxxx

The SystemName variable indicates the name of the remote system. The N character represents the
grade of the work. The xxxx notation is the four-digit hexadecimal transfer-sequence number; for example,
C.mer1inC3119.

The grade of the work specifies when the file is to be transmitted during a particular connection. The grade
notation characteristics are:

* A single number (0-9) or letter (A-Z, a-z)

» Lower sequence characters cause the file to be transmitted earlier in the connection than do higher
sequence characters. Sequence is established using ASCII order, beginning with 0 and ending with z.

* The number 0 is the highest grade (that is, the lowest character in the sequence), signifying the earliest
transmittal; z is the lowest grade, specifying the latest transmittal.

* The default grade is N.

A command file consists of a single line that includes the following kinds of information in the following
order:

1. An S (send) or R (receive) notation.

Note: A send command file is created by the or@ commands; a receive command file is
created by the @ command.

2. The full path name of the source file being transferred. Alreceive command filg does not include this
entry.

3. The full path name of the destination file, or a path name preceded by ~user, where user is a login
name on the specified system. Here, the ~ (tilde) is shorthand for the name of the user's home
directory.

4. The sender’s login name.
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7.
8.

A list of the options, if any, included with the uucp, uuto, or uux command.

The name of the data file associated with the command file in the spooling directory. This field must
contain an entry. If one of the data-transfer commands (such as the uucp command with the default -¢
flag) does not create a data file, the BNU program instead creates a placeholder with the name D.0 for
send files or the name dummy for receive files.

The source file permissions code, specified as a three-digit octal number (for example, 777).

The login name of the user on the remote system who is to be notified when the transfer is complete.

Examples
The following are two examples of using the command (C.*) files.

Two Send Command Files

1.

The send command file /var/spool/uucp/venus/C.heraN1133, created with the uucp command,
contains the following fields:

S /home/amy/f1l /var/spool/uucppublic/f2 amy -dC D.herale73655 777 1gh
where:

a. S denotes that the uucp command is sending the file.

b. The full path name of the source file is /home/amy/f1.

c. The full path name of the destination is /var/spool/uucppublic/f2, where /var/spool/uucppublic
is the name of the BNU public spooling directory on the remote computer and f2 is the new name
of the file.

Note: The destination name may be abbreviated as ~'/f2. Here, the ~ (tilde) is a shorthand way of
designating the public directory.

The person sending the file is amy.

The sender entered the uucp command with the -C flag, specifying that the uucp command
program should transfer the file to the local spooling directory and create a data file for it. (The -d
flag, which specifies that the command should create any intermediate directories needed to copy
the source file to the destination, is a default.)

f. The name of the file is D.herale73655, which the uucp command assigns.
g. The octal permissions code is 777.
h. The 1gh login name of the user on system hera, who is to be notified of the file arrival.

The /var/spool/uucp/hera/C.zeusN3130 send command file, produced by the uuto command, is as
follows:
S /home/amy/out ~/receive/msg/zeus amy -dcn D.0 777 msg

The S denotes that the /home/amy/out source file was sent to the receive/msg subdirectory in the
public spooling directory on system zeus by user amy.

Note: The uuto command creates the receive/msg directory if it does not already exist.

The uuto command used the default flags -d (create directories), -¢ (transfer directly, no spooling
directory or data file), and -n (notify recipient). The D.0 notation is a placeholder, 777 is the permissions
code, and msg is the recipient.

Receive Command File

The format of a receive command file is somewhat different from that of a send command file. When files
required to run a specified command on a remote system are not present on that system, the uux
command creates a receive command file.

For example, the following command:

uux

- "diff /home/amy/out hera!/home/amy/out2 > ~/DF"
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produces the /var/spool/uucp/zeus/C.heraR1e94 receive command file.

Note: The command in this example invokes the uux command to run acommand on the local
system, comparing file /home/amy/out with file /home/amy/out2, which is stored on the remote
system hera. The output of the comparison is placed in the DF file in the public directory on the
local system.

The actual receive command file looks like this:
R /home/amy/out2 D.herale954fd amy - dummy 0666 amy

The R denotes a receive file. The uucico daemon, called by the uux command, gets the /home/amy/out2
file from system hera and places it in a data file called D.herale954fd for the transfer. Once the files are
transferred, thedaemon executes the command on the specified system.

User amy issued the uux command with the - (minus sign) flag, which makes the standard input to the uux
command the standard input to the actual command string. No data file was created in the local spooling
directory, so the BNU program uses dummy as a placeholder. The permissions code is 666 (the BNU
program prefixes the three-digit octal code with a 0), and user amy is to be notified when the command has
finished executing.

Files

Vetc/uucp/Permissions| Describes access permissions for remote
systems.

etc/uucE/SZStems| Describes accessible remote systems.

etc/uucp/Sysfiles|file Specifies possible alternative files for
letc/uucp/Systems.

Ivar/spool/uucp/SystemNamelD.* Contains data to be transferred.

Ivar/spool/uucp directory Contains BNU command, data, and execute
files.

{var/spool/uucppublic/*{ directory Contains transferred files.

Related Information
The [uucp| command, [uudemon.cleanu] command, command, command, [uux| command.

The daemon, daemon, daemon, daemon.

[BNU File and Directory Structure}, BNU Daemons, BNU maintenance commands|in Networks and
communication management.

compver File

Purpose
Describes the format of a compatible versions file.

Description

The compver file is an ASCII file used to specify previous versions of the associated package which are
upward compatible. It is created by a package developer.

Each line of the file specifies a previous version of the associated package with which the current version
is backward compatible.

24  AIX Version 6.1 Files Reference



Since some packages may require installation of a specific version of another software package,
compatibility information is extremely crucial. Consider, for example, a package called "A” which requires
version "1.0” of application "B” as a prerequisite for installation. If the customer installing "A” has a newer
version of "B” (1.3), the compver file for "B"” must indicate that "1.3" is compatible with version "1.0" in
order for the customer to install package "A.”

The comparison of the version string disregards white space and tabs. It is performed on a word-by-word
basis. Thus Version 1.3 and Version 1.3 would be considered the same.

Examples
An example of a compver file is shown below.

Version 1.3
Version 1.0

Related Information
The file format.

config File

Purpose
Contains audit system configuration information.

Description

The /etc/security/audit/config file is an ASCII stanza file that contains audit system configuration
information. This file contains five stanzas: start, bin, stream, classes, and users.

start Stanza
The start stanza contains the attributes used by the audit start command to initialize the audit system.
The format follows:

start:
binmode = off | on | panic
streammode = off | on

The attributes are defined as follows:

Attribute Definition

binmode Controls whether bin collection, as defined in the bin stanza, is used.
off Bin collection is not used. This is the default value.
on Bin collection is used. This value starts the auditbin daemon.

panic  Bin collection is used. This value starts the auditbin daemon. If an audit record cannot
be written to a bin, the kernel shuts down the operating system. This mode should be
specified for conditions during which the system must be working properly.
streammode Controls whether stream data collection, as defined in the file specified in the stream stanza
(normally the /etc/security/audit/streamemds file), is configured at the start up of the audit
system.

off Stream data collection is not enabled. This is the default value.

on Stream data collection is enabled.

Note: If neither collection mode is defined or if both modes are in the off state, only subsystem
configuration is done.
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bin Stanza
The bin stanza contains the attributes used by the auditbin daemon to set up bin mode auditing. The
format follows:
bin:
trail = PathName
binl = PathName
bin2 = PathName
binsize = DecimalString
cmds = PathName
bytethreshold = DecimalString
eventthreshold = DecimalString
freespace = DecimalString

Bin mode parameters are defined as follows:

Parameter Definition

trail Specifies the path name of the audit trail file. When this is defined, the auditbin daemon
can substitute the path name of the audit trail file for the $trail string in the backend
commands that it calls.

bin1 Specifies the path name that the auditbin daemon uses for its primary bin file. If the $bin
string is the parameter value, the auditbin daemon substitutes the name of the current
bin file.

bin2 Specifies the path name that the auditbin daemon uses for its secondary bin file. If the

$bin string is the parameter value, the auditbin daemon substitutes the name of the
current bin file.

binsize Specifies a decimal integer string that defines the threshold size (in bytes) of each audit
bin. If the binsize parameter is set to 0, no bin switching will occur, and all bin collection
will go to bin1.

cmds Specifies the path name of the file that contains the audit backend commands called by
the auditbin daemon. The file contains command lines, each composed of one or more
backend commands with input and output that can be piped together or redirected. See
the description of the /etc/security/audit/bincmds file for more information.

bytethreshold Specifies the decimal integer string that defines the approximate number of bytes written
to an audit bin before a synchronous update is performed. If the bytethreshold is set to
0, this function is disabled. Both bytethreshold and eventthreshold can be used
simultaneously.

eventthreshold Specifies a decimal integer string that defines the maximum number of events written to
an audit bin before a synchronous update is performed. If the eventthreshold is set to 0,
this function is disabled. Both eventthreshold and bytethreshold can be used
simultaneously.

freespace Specifies a decimal integer string that defines the recommended number of 512-byte free
blocks in the file system where the audit trail file is located. If the free space of file
system is below this value, audit generates a warning message throught the syslog
subsystem every time that the audit bin is switched. The default value is 65536 blocks
(64 megabytes). The maximum possible value is 4194303 (about 2GB of free disk
space). If this value is set to 0, no warning message is generated.

stream Stanza
The stream stanza contains the attributes that the audit start command uses to set up initial stream
mode auditing. The format follows:

cmds = PathName
The PathName parameter identifies the file that contains the stream commands that are executed at the

initialization of the audit system. These commands can use shell piping and redirection, but no substitution
of path names is performed on $trail or $bin strings.
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classes Stanza
The classes stanza defines audit classes (sets of audit events) to the system.

Each audit class name must be less than 16 characters and be unique on the system. Each class
definition must be contained in a single line, with a new line acting as a delimiter between classes. The
system supports up to 32 audit classes, with ALL as the last class. The audit events in the class must be
defined in the /etc/security/audit/events file.

classes:
auditclass = auditevent, ...auditevent

users Stanza

The users stanza defines audit classes (sets of events) for each user. The classes are defined to the
operating system kernel.

The format is as follows:

users:
UserName = auditclass, ... auditclass

Each UserName attribute must be the login name of a system user or the string default, and each
auditclass parameter should be defined in the classes stanza.

To establish the audit activities for a user, use the chuser command with the auditclasses attribute.

WPARS Stanza
The WPARS stanza defines audit classes (sets of events) for each workload partition (WPAR). The
classes are defined to the operating system kernel.

The WPARS stanza has the following format:

WPARS :
wpar_name = auditclass, ... auditclass

Each wpar_name must be the WPAR name of a system. You must define each auditclass parameter in the
classes stanza.

Security

Access Control: This file should grant read (r) access to the root user and members of the audit group and
write (w) access only to the root user.

Event Information
AUD_CONFIG_WR file name
Examples

1. To define audit classes, add a line to the classes stanza of the /etc/security/audit/config file for each
set of events that you want to assign to a class:

classes:
general = USER_SU,PASSWORD_Change,FILE_Unlink,
FILE Link,FILE_Remove
system = USER_Change,GROUP_Change,USER Create,
GROUP_Create
init = USER_Login, USER_Logout

These specific audit events and audit classes are described in |'Setting Up Auditing’|in Operating
system and device management.
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To establish the audit activities for each user, use the chuser command with the auditclasses attribute
for each user for whom you want to define audit classes (sets of audit events):

chuser "auditclasses=general,init,system" dave
chuser "auditclasses=general,init" mary

These chuser commands create the following lines in the users stanza of the /etc/security/audit/
config file:
users:

dave=general,init,system
mary=general,init

This configuration includes dave, the administrator of the system, and mary, an employee who updates
information.

To enable the auditing system, turn on bin data collection, and turn off initial stream data collection,
add the following to the start stanza of the /etc/security/audit/config file:
start:

binmode = on

streammode = off
To enable the auditbin daemon to set up bin collection, add attributes to the bin stanza of the
letc/security/audit/config file:
bin:

trail = /audit/trail

binl = /audit/binl

bin2 = /audit/bin2

binsize = 25000

cmds = /etc/security/audit/bincmds
The attribute values in the preceding stanza enable the audit system to collect bin files of data and
store the records in a long-term audit trail.

To enable the auditbin daemon to set up stream collection, add lines to the start and stream stanzas
of the /etc/security/audit/config file:
start:

streammode = on
stream:

cmds = /etc/security/audit/streamcmds
To enable the wparl WPAR to audit the general, tcpip, and 1vm classes, add the following lines to the
WPARS stanza of the /etc/security/audit/config file:

WPARS:
wparl = general,tcpip,Tvm

Files

letc/security/audit/config Specifies the path to the file.
etc/security/audit/objects| Contains audit events for audited objects.
etc/security/audit/events| Contains the audit events of the system.
etc/security/audit/bincmds| Contains auditbin backend commands.
etc/security/audit/streamcmds| Contains auditstream commands.

Related Information
The command, daemon, command.

The subroutine.

|Setting Up Auditing| in Operating system and device management.

[Security Administration] [Auditing overview|in Operating system and device management.
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consdef File

Purpose

Enables asynchronous tty devices to be console candidates at system boot when no console device is
defined or available.

Description

The /etc/consdef file enables tty devices such as terminals and modems to be chosen as the console
device. When the console device is undefined, the system displays a message on all natively attached
graphics displays and the tty on native serial port S1. The console device is undefined when:

» The system is first installed and started.
* The console definition has been deleted from the ODM database.
* The console device has been physically removed from the system.

If any of these conditions occur, the system displays the following message:

xxx*xxxx Please define the System Console. x¥x¥x*x
Type a Number and press <Enter> to use this terminal as the system console.

For high function terminals (HFTs)graphics displays, the Number variable refers to a function key. For
asynchronous ttys, this variable is a number.

The selected item becomes the system console. To choose a non-default tty device as the system
console, you must first configure the /etc/consdef file. This file contains stanzas that define various

console attributes. Each line, or entry, in a stanza must take the form of Attribute=Value, and the line must

not exceed 80 characters. The following attributes must be defined for each terminal device:

Attribute Definition
connection Identifies the type of tty interface. Valid values are rs232 and rs422.
location Specifies the location code of the terminal. Location codes of 00-00-S1-00 or 00-00-S2-00

indicate that the tty device is attached to the S1 or S2 serial port, respectively. Any other location

code indicates the tty device is attached to an adapter card other than the standard 1/O planar.
You can display valid location values with the-C | grep tty command.

You can also specify other terminal attributes such as speed, bpc, stops, parity, and term. If you do not
define these attributes, the system uses the default values stored in the ODM database. The consdef file

contains a sample stanza for the S1 port. To enable this stanza, or parts of it, remove the comment
delimiters (#) from each applicable line.

Examples
To display the console selection message on the ttys attached to the S1 and S2 ports:

ALTTTY:
connection=rs232
location=00-00-S1-00
speed=9600
bpc=8
stops=1
parity=none
term=1bm3163

ALTTTY:
connection=rs232
location=00-00-S2-00
speed=9600
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bpc=8
stops=1
parity=none
term=ibm3163

Note: For backward compatibility, the ALTTTY: keyword is not required for the first entry.

Files
letc/consdef Specifies the path of the consdef file.
Provides access to the system console.

Related Information
The command.

The command.
The special file.

[Device location codes|in Operating system and device management.

copyright File

Purpose
Describes the format of a copyright information file.

Description

The copyright file is an ASCII file used to provide a copyright notice for a package. The text may be in
any format. The full file contents (including comment lines) is displayed on the terminal at the time of
package installation.

ct_has.pkf File

Purpose
Default location for the local node’s cluster security services public key file.

Description

The /var/ct/cfg/ct_has.pkf file is the default location where the ctcasd demon will expect to find the local
node’s public key file. The public key is stored in a proprietary binary format.

The ctcasd.cfg file permits the system administrator to specify an alternate location for this file. The
ctskeygen -p command permits the administrator to create this file in an alternate location. If an alternate
location is used, the file must meet all the criteria listed in the Security section of this man page. The file
must not be recorded to a read-only file system, because this will prohibit the system administrator for
modifying the contents of this file in the future.

If the ctcasd daemon cannot locate this file during its startup, it will check for the presence of the
ct_has.gkf file. If both files are missing, the daemon assumes that it is being started for the first time after
installation, and create an initial private and public key file for the node. The daemon also creates the
initial trusted host list file for this node. This file contains an entry for localhost and the host names (or IP
addresses) associated with all AF_INET-configured adapters that the daemon can detect. This may cause
inadvertent authentication failures if the public and private key files were accidentally or intentionally
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removed from the local system before the daemon was restarted. ctcasd will create new keys for the
node, which will not match the keys stored on the other cluster nodes. If UNIX-identity-based
authentication suddenly fails after a system restart, this is a possible source of the failure.

If the public key file is missing but the private key file is detected, the daemon concludes that the local
node is misconfigured and terminates. A record is made to persistent storage to indicate the source of the
failure.

Security
This file is readable to all users on the local system. Write permission is not granted to any system user.

By default, this file is stored in a locally-mounted file system. The ctcasd.cfg file permits system
administrators to change the location of the file. Should system administrators use a different location, it is
the administrator’s responsibility to assure that the file is always accessible to the local node, and that all
users from this local node can read the file. If the storage location does not meet these criteria, users and
applications will be unable to authenticate to trusted services using UNIX-identity-based authentication.

If the system administrator chooses to place this file in a networked file system, the administrator must
assure that no two nodes are attempting to use the same physical file as their own public key file.
Because public keys differ between nodes, if two nodes attempt to use the same public key file, at least
one of them will always obtain the incorrect value for its public key. This will cause applications and users
from that node to fail authentication to trusted services within the cluster.

Restrictions

Cluster security services supports only its own private and public key formats and file formats. Secured
Remote Shell formats are currently unsupported. Settings for the HBA_USING_SSH_KEYS attribute are
ignored.

Examples
This example shows the default contents of the configuration file:

TRACE= ON

TRACEFILE= /var/ct/IW/Tog/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Info=1, SEC:Errors=1
TRACESIZE= 1003520

RQUEUESIZE=

MAXTHREADS=

MINTHREADS=

THREADSTACK= 131072
HBA_USING_SSH_KEYS= false

HBA PRVKEYFILE=

HBA_PUBKEYFILE=

HBA_THLFILE=

HBA_KEYGEN_METHOD= rsab512

SERVICES=hba CAS

After modification, the contents of the configuration file might look like this:

TRACE= ON
TRACEFILE= /var/ct/IW/log/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Perf=1, SEC:Errors=8
TRACESIZE= 1003520
RQUEUESIZE= 64
MAXTHREADS= 10
MINTHREADS= 4
THREADSTACK= 131072
HBA_USING_SSH_KEYS= false
HBA_PVTKEYFILE= /var/ct/cfg/qkey
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HBA_PUBKEYFILE= /var/ct/cfg/pkey

HBA_THLFILE= /var/ct/cfg/thl

HBA_KEYGEN_METHOD= rsab512
SERVICES= hba CAS

Location
Ivar/ct/cfg/ct_has.pkf Contains the ct_has.pkf file

Files

lusr/sbin/rsct/cfg/ctcasd.cfg Default location of the ctcasd.cfg file

Related Information
Commands: ctskeygen

Daemons: ctcasd

Files: ct_has.qkf, ct_has.thl

ct_has.qkf File

Purpose
Default location for the cluster security services private key file for the local node.

Description

The /var/ct/cfg/ct_has.qgkf file is the default location where the ctcasd demon will expect to find the local
node’s private key file. The private key is stored in a proprietary binary format.

The ctcasd.cfg file permits the system administrator to specify an alternate location for this file. The
ctskeygen -q command permits the administrator to create this file in an alternate location. If an alternate
location is used, the file must meet all the criteria listed in the Security section of this man page. The file
must not be recorded to a read-only file system, because this will prohibit the system administrator for
modifying the contents of this file in the future

If the ctcasd daemon cannot locate this file during its startup, it will check for the presence of the
ct_has.pkf file. If both files are missing, the daemon will assume that it is being started for the first time
after installation, and create an initial private and public key file for the node. The daemon also creates the
initial trusted host list file for this node. This file contains an entry for localhost and the host names (or IP
addresses) associated with all AF_INET-configured adapters that the daemon can detect. This may cause
inadvertent authentication failures if the public and private key files were accidentally or intentionally
removed from the local system before the daemon was restarted. ctcasd will create new keys for the node,
which will not match the keys stored on the other cluster nodes. If UNIX-identity-based authentication
suddenly fails after a system restart, this is a possible source of the failure.

If the private key file is missing but the public key file is detected, the daemon concludes that the local

node is misconfigured and terminates. A record is made to persistent storage to indicate the source of the
failure.

Security
This file is readable and accessible only to the root user. Access to all other users is not provided.

By default, this file is stored in a locally mounted file system. The ctcasd.cfg file permits system
administrators to change the location of the file. Should system administrators use a different location, it is
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the administrator’s responsibility to assure that the file is always accessible to the local node, and that only
the root user from this local node can access the file. If the storage location does not meet these criteria,
the security of the node and the cluster should be considered compromised.

Restrictions

Cluster security services supports only its own private and public key formats and file formats. Secured
Remote Shell formats are currently unsupported. Settings for the HBA_USING_SSH_KEYS attribute are
ignored.

Examples
This example shows the default contents of the configuration file:

TRACE= ON

TRACEFILE= /var/ct/IW/Tog/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Info=1, SEC:Errors=1
TRACESIZE= 1003520

RQUEUESIZE=

MAXTHREADS=

MINTHREADS=

THREADSTACK= 131072
HBA_USING_SSH_KEYS= false
HBA_PRVKEYFILE=

HBA_PUBKEYFILE=

HBA_THLFILE=

HBA_KEYGEN_METHOD= rsab512

SERVICES=hba CAS

After modification, the contents of the configuration file might look like this:

TRACE= ON
TRACEFILE= /var/ct/IW/log/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Perf=1, SEC:Errors=8
TRACESIZE= 1003520
RQUEUESIZE= 64
MAXTHREADS= 10
MINTHREADS= 4
THREADSTACK= 131072
HBA_USING_SSH_KEYS= false
HBA_PVTKEYFILE= /var/ct/cfg/qkey
HBA_PUBKEYFILE= /var/ct/cfg/pkey
HBA_THLFILE= /var/ct/cfg/thl
HBA_KEYGEN_METHOD= rsab512
SERVICES= hba CAS

Location
lusr/sbin/rsct/bin/ct_has.qkf Location of the ct_has.qgkf file.

Files

lusr/sbin/rsct/cfg/ctcasd.cfg Default location of the ctcasd.cfg file

Related Information
Commands: ctskeygen

Daemons: ctcasd
Files: ct_has.pkf, ct_has.thl

Books: see the RSCT Administration Guide for information about the event response resource manager
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ct_has.thl File

Purpose
Default location for the local node’s cluster security services trusted host list file.

Description

The /var/ct/cfg/ct_has.thl file is the default location where the ctcasd demon will expect to find the local
node’s trusted host list file. The contents of this file are stored in a proprietary binary format.

The trusted host list maps each host identity within the peer domain or management domain to the host’s
cluster security services public key. The ctcasd daemon uses this list to determine which nodes on the
network are trusted, and to locate the public keys for these nodes in order to decrypt UNIX-identity-based
credentials transmitted from another host within the cluster. If a host is not listed in a node’s trusted host
list, or if the public key recorded for that host is incorrect, the host will not be able to authenticate to that
node using UNIX-identity-based authentication.

The ctcasd.cfg file permits the system administrator to specify an alternate location for this file. If an
alternate location is used, the file must meet all the criteria listed in the Security section of this man page.
The file must not be recorded to a read-only file system, because this will prohibit the system administrator
for modifying the contents of this file in the future.

If the ctcasd daemon cannot locate this file during its startup, it will check for the presence of the
ct_has.pkf file. If both files are missing, the daemon will assume that it is being started for the first time
after installation, and create an initial private and public key file for the node. The daemon also creates the
initial trusted host list file for this node. This file contains an entry for localhost, along with the IP
addresses and the host names associated with all AF_INET-configured adapters that the daemon can
detect. This may cause inadvertent authentication failures if the public and private key files were
accidentally or intentionally removed from the local system before the daemon was restarted. ctcasd will
create new keys for the node, which will not match the keys stored on the other cluster nodes. If
UNIX-identity-based authentication suddenly fails after a system restart, this is a possible source of the
failure.

Security
This file is readable by all users on the local system. Write access is not provided to any system user.

By default, this file is stored in a locally-mounted file system. The ctcasd.cfg file permits system
administrators to change the location of the file. If the system administrator uses a different location, it is
the administrator’s responsibility to make sure the file is always accessible to the local node, and that all
users from this local node can access the file. If the storage location does not meet these criteria, users
and applications will be unable to authenticate to trusted services using UNIX-identity-based
authentication.

If the system administrator chooses to place this file in a networked file system, the administrator must
assure that no two nodes are attempting to use the same physical file as their own trusted host list file, or
that the file does not contain an entry for localhost. By default, the trusted host list contains an entry for
localhost, which maps the local system’s public key to this value. If multiple hosts share the same trusted
host list file, attempts by users or applications to contact localhost for trusted services may fail because
the entry maps to an incorrect public key value.

Restrictions
» Cluster security services supports only its own private and public key formats and file formats.
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» Cluster security services does not provide an automated utility for creating, managing, and maintaining
trusted host lists throughout the cluster. This is a procedure left to either the system administrator or the

cluster management software.

Examples
This example shows the default contents of the configuration file:

TRACE= ON

TRACEFILE= /var/ct/IW/1log/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Info=1, SEC:Errors=1
TRACESIZE= 1003520

RQUEUESIZE=

MAXTHREADS=

MINTHREADS=

THREADSTACK= 131072
HBA_USING_SSH_KEYS= false
HBA_PRVKEYFILE=

HBA_PUBKEYFILE=

HBA_THLFILE=

HBA_KEYGEN_METHOD= rsab512

SERVICES=hba CAS

After modification, the contents of the configuration file might look like this:

TRACE= ON
TRACEFILE= /var/ct/IW/Tog/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Perf=1, SEC:Errors=8
TRACESIZE= 1003520
RQUEUESIZE= 64
MAXTHREADS= 10
MINTHREADS= 4
THREADSTACK= 131072
HBA_USING_SSH_KEYS= false
HBA_PVTKEYFILE= /var/ct/cfg/qkey
HBA_PUBKEYFILE= /var/ct/cfg/pkey
HBA_THLFILE= /var/ct/cfg/thl
HBA_KEYGEN_METHOD= rsab512
SERVICES= hba CAS

Location

lusr/sbin/rsct/bin/ct_has.thl Location of the ct_has.thl file.

Files

lusr/sbin/rsct/cfg/ctcasd.cfg Default location of the ctcasd.cfg file

Related Information
Commands: ctkeygen, ctsthl

Daemons: ctcasd

Files: ct_has.pkf, ct_has.qkf

ctcasd.cfg File

Purpose
Provides operational parameters to the cluster security services daemon ctcasd.

Chapter 1. System Files

35



Description

The ctcasd.cfg configuration file defines the operational parameters to the cluster security services
daemon ctcasd. The ctcasd daemon reads this file when it (the daemon) initializes. The ctcasd daemon
expects to find this configuration file in either the /var/ct/cfg directory (preferred) or in the
lusr/sbin/rsct/cfg directory (default). System administrators can modify the contents of the file stored in
the /var/ct/cfg directory, but should not modify the default version of the file in /usr/sbin/rsct/cfg unless
instructed to do so by the cluster software service provider.

This file is ASClI-formatted, and can be modified using any available text editor. One attribute can be
defined per line within this file. Attributes are specified as follows:

attribute=value

The following attributes are defined:
Attribute Definition

TRACE Indicates whether daemon tracing is activated. Acceptable values are ON and OFF. If the
TRACE attribute is not listed in the ctcasd.cfg file, tracing is not activated. For
coexistence with earlier versions of RSCT, TRACE= false is interpreted as TRACE= OFF.

TRACEFILE  Specifies the fully-qualified path name where daemon tracing information is to be
recorded.

TRACELEVELS
Indicates the tracing granularity employed by the daemon when tracing is activated. The
possible trace categories are:

_SEC:Errors
Captures error information in the trace log. Possible values are: 1, 2, 4, and 8.

_SEC:API
Tracks the entry and exit of subroutines within the daemon. Possible values are: 1
and 8.

_SEC:Perf
Captures performance-related information. Possible values are: 1, 4, and 8.

_SEC:Info
Traces the general execution progress of the daemon. Possible values are: 1, 2,
3,4,and 7.

When setting the values of these trace categories, keep in mind that the lower the number
is, the less intrusive (and less detailed) the trace will be. Multiple traces can be enabled at
once. For example, if an administrator wants to enable a trace that captures basic
performance data and highly-detailed error data, the specification for TRACELEVELS
would be:

TRACELEVELS=_SEC:Perf=1, SEC:Errors=8
TRACESIZE Specifies the size of the trace file in bytes. The default value is 1 megabyte.

RQUEUESIZE Indicates the maximum length permitted for the daemon’s internal run queue. If this value
is not set, a default value of 64 is used.

MAXTHREADS
The limit to the number of working threads that the daemon may create and use at any
given time (the "high water mark”). If this value is not set, a default value of 10 is used.

MINTHREADS
The number of idle threads that the daemon will retain if the daemon is awaiting further
work (the "low water mark”). If this value is not, set, a default value of 4 is used.
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THREADSTACK
Sets the internal memory used by the daemon for thread stack space. The value is
expressed in bytes. If no value is specified, the default system thread stack size is used.
This value should not be modified by the administrator unless instructed to do so by IBM
Service.

HBA_USING_SSH_KEYS
Indicates whether the daemon is making use of Secured Remote Shell keys. Acceptable
values are true and false. If this value is not defined, a default value of false is used. See
Restrictions.

HBA_PRVKEYFILE
Provides the full path name of the file that contains the local node’s private key. If this
value is not set, the default location of /var/ct/cfg/ct_has.qgkf is used.

HBA_PUBKEYFILE
Provides the full path name of the file that contains the local node’s public key. If this
value is not set, the default location of /var/ct/cfg/ct_has.pkf is used.

HBA_THLFILE
Provides the full path name of the file that contains the local node’s trusted host list. If this
value is not set, the default location of /var/ct/cfg/ct_has.thl is used.

HBA_KEYGEN_METHOD
Indicates the method to be used by ctcasd to generate the private and public keys of the
local node if the files containing these keys do not exist. Acceptable values are those that
can be provided as arguments to the ctskeygen -m command. If no value is provided for
this attribute, the default value of rsa1024 is used.

SERVICES Lists the internal cluster security services library services that the daemon supports. This
entry should not be modified by system administrators unless they are explicitly instructed
to do so by the cluster security software service provider.

Restrictions

Cluster security services supports only its own private and public key formats and file formats. Secured
Remote Shell formats are currently unsupported. Settings for the HBA_USING_SSH_KEYS attribute are
ignored.

Examples
This example shows the default contents of the configuration file:

TRACE= ON

TRACEFILE= /var/ct/IW/log/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Info=1, SEC:Errors=1
TRACESIZE= 1003520

RQUEUESIZE=

MAXTHREADS=

MINTHREADS=

THREADSTACK= 131072
HBA_USING_SSH_KEYS= false
HBA_PRVKEYFILE=

HBA_PUBKEYFILE=

HBA_THLFILE=

HBA_KEYGEN_METHOD= rsab512

SERVICES=hba CAS

After modification, the contents of the configuration file might look like this:

TRACE= ON

TRACEFILE= /var/ct/IW/log/ctsec/ctcasd/trace
TRACELEVELS= _SEC:Perf=1, SEC:Errors=8
TRACESIZE= 1003520
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RQUEUESIZE= 64

MAXTHREADS= 10

MINTHREADS= 4

THREADSTACK= 131072
HBA_USING_SSH_KEYS= false

HBA_PVTKEYFILE= /var/ct/cfg/qkey

HBA_PUBKEYFILE= /var/ct/cfg/pkey

HBA_THLFILE= /var/ct/cfg/thl

HBA_KEYGEN_METHOD= rsa512
SERVICES= hba CAS

Location

Ivar/ct/cfg/ctcasd.cfg Contains the ctcasd.cfg file

Files

lusr/sbin/rsct/cfg/ctcasd.cfg Default location of the ctcasd.cfg file

Related Information
Commands: ctskeygen

Daemons: ctcasd

Files: ct_has.pkf, ct_has.qkf

ctrmc.acls File

Purpose
Contains a node’s resource monitoring and control (RMC) access control list (ACL).

Description

RMC implements authorization using an access control list (ACL) file. Specifically, RMC uses the ACL file
on a particular node to determine the permissions that a user must have in order to access resource
classes and their resource instances. A node’s RMC ACL file is named ctrmc.acls and is installed in the
directory /usr/sbin/rsct/cfg. You can allow RMC to use the default permissions set in this file, or you can
modify the file after copying it to the directory /var/ct/cfg/. For more information, see the RSCT:
Administration Guide.

For information about how access controls are implemented for the IBM.LPCommands resource class
and its resources, see the Ipacl information file.

Implementation Specifics
This file is part of the Reliable Scalable Cluster Technology (RSCT) fileset for AlIX.

Location

Ivar/ct/cfg/ctrmc.acls Contains the ctrmc.acls file

Files

lusr/sbin/rsct/cfg/ctrmc.acls Default location of the ctrme.acls file

Ivar/ct/IW/log/mc/default Location of any errors found in the modified ctrme.acls file
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Related Information
Books: RSCT Administration Guide

Information Files: Ipacl

ctsec_map.global File

Purpose

Associates operating system user identifiers on the local system with network security identifiers for
authorization purposes.

Description

RSCT trusted services use the identity mapping definition files ctsec_map.global and ctsec_map.local to
determine whether an RSCT client application’s user should be granted access to specific RSCT functions
and resources. The file is used to associate security network identifiers that are used by RSCT’s cluster
security services with user identifiers on the local system. RSCT trusted services use these files to
determine what association, if any, exists for the RSCT client, and then use this association while
examining the RSCT access controls to determine whether the RSCT client should be granted access.

Two identity mapping definition files can be used:

* The ctsec_map.global file contains associations that are to be recognized on all nodes within the
cluster configuration

» The ctsec_map.local file contains associations that are specific to a particular node

In a cluster configuration, all ctsec_map.global files should be the same. Any local system additions that
are required for that specific system should be made in the ctsec_map.local file.

RSCT provides a default ctsec_map.global file in the /usr/sbin/rsct/cfg directory. Do not change this file.
If you need to add more associations for the cluster, copy this file to the /var/ct/cfg directory. Make any
changes to this new file: /var/ct/cfg/ctsec_map.global. Any entries that exist in the default
ctsec_map.global file must exist in the replacement version of the file in the /var/ct/cfg directory, or the
RSCT trusted services may refuse access to other RSCT trusted services peers. RSCT does not provide a
default ctsec_map.local file. The administrator can create this file, which must reside in the /var/ct/cfg
directory as well.

ctsec_map.global and ctsec_map.local are ASCII-formatted files that can be viewed and modified using
a text editor. Each line in the file constitutes an entry. Blank lines and lines that start with a pound sign (#)
are ignored. Each entry is used to either associate a security network identifier with a local operating

system user identifier, or to expressly state that no association is allowed for a security network identifier.

Ordering of entries within these files is important. Cluster security services parses the
ctsec_map.globaland ctsec_map.local files as follows:

1. If the /var/ct/cfg/ctsec_map.local file exists, cluster security services checks for associations in this
file

2. If the /var/ct/cfg/ctsec_map.global file exists, cluster security services checks for associations in this
file

3. Otherwise, cluster security services checks for associations within the /usr/sbin/rsct/cfg/
ctsec_map.global, if this file exists

The first entry that successfully grants or denies an association for a security network identifier in this
search path is the one that cluster security services uses. If entries in both the ctsec_map.globaland
ctsec_map.local files grant differing associations to the same security network identifier, cluster security
services will use the association stated by the entry in the ctsec_map.local file. Also, if two entries within
the ctsec_map.global file grant different associations to the same security network identifier, cluster
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security services will use the association granted by the entry listed earlier in the ctsec_map.global file.
You can use the ctsidmck command to verify the association rule that is used by cluster security services
for specific security network identifiers.

Cluster security services recognizes these characters as reserved: <, >, 1, =, I, @, *, and considers these,
along with white space characters, as token separators. The wildcard character * is permitted, but should
not be used multiple times between other token separator characters. Contents of the identity mapping
definition files use the following Backus-Nour format:

<mapping_entry> ::= <mechanism_mnemonic> ':' <mapping>>
<mechanism_mnemonic> ::= 'unix', 'krb5'

<mapping> ::= <explicit mapping> | <mapping_rule>
<explicit_mapping> ::= <source _mapping> '=' <local _user_identity>

"1 <source_mapping>

<source_mapping> ::= <network_identity> | <match_pattern>'x'

<target _mapping> ::= <mapped identity> | '='

<network_identity> ::= <user_name>'@'<registry name>

<user _name> ::= <match pattern>'+' | 'x'

<registry name> ::= <match_pattern> | 'x' | <mpm_defined reserved word>
<mpm_defined_reserved_word> ::= '<'<alphanumeric_string>'>"
<mapped_identity> ::= <alphanumeric_string>

<match_pattern> ::= null string | <alphanumeric_string>
<alphanumeric_string> ::= any non-empty array of alphanumeric characters not

consisting of the reserved token separator characters

An <mpm_defined_reserved_word> is a special instruction to the underlying security mechanism
associated with the security network identifier that instructs the mechanism to interpret the identifier in a
specific manner. The following reserved words are defined:

<iw> A reserved word for security network identities using the RSCT host-based authentication (HBA)
security mechanism. This keyword maps the HBA root network identity of the local node to the
root user. When the cluster security services identity mapping program processes the
ctsec_map.global file, it replaces the <iw> keyword with the node ID of the node.

<cluster>
A reserved word for security network identities using the HBA security mechanism. The mapping
entry is applied to a security network identifier if the identifier is known to originate from any host
within the cluster that is currently active for the local node.

<any_cluster>
A reserved word for security network identities using the HBA security mechanism. The mapping
entry is applied to a security network identifier if the identifier is known to originate from any host
within any cluster that the local node is currently defined. The local node does not need to be
active within that cluster when the mapping is applied.

<realm>
A reserved word for security network identities using the Kerberos version 5 mechanism. The
mapping entry is applied to a security network identity if the identifier is known to originate within
the Kerberos realm that is currently active. See Restrictions.
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Security

» The default identity mapping definition file /usr/sbin/rsct/cfg/ctsec_map.global is readable by all
system users, but permissions prevent this file from being modified by any system user.

* When creating the override identity mapping definition files /var/ct/cfg/ctsec_map.global and
Ivar/ct/cfg/ctsec_map.local, make sure that the files can be read by any system user, but that they can
only be modified by the root user or other restrictive user identity not granted to normal system users.

+ By default, these files reside in locally-mounted file systems. While it is possible to mount the /var/ct/cfg
directory on a networked file system, this practice is discouraged. If the /var/ct/cfg/ctsec_map.local file
were to reside in a networked file system, any node with access to that networked directory would
assume that these definitions were specific to that node alone when in reality they would be shared.

Restrictions

RSCT does not support the Kerberos version 5 mechanism. Any entries using the mechanism mnemonic
krb5 or the reserved word <realm> will not be applied.

Implementation Specifics

These files are part of the Reliable Scalable Cluster Technology (RSCT) cluster security services. The
default file is shipped as part of the rsct.core.sec fileset for AlIX.

Location

lusr/sbin/rsct/cfg/ctsec_map.global
Contains the default identity mapping definition file.

Ivar/ct/cfg/ctsec_map.global
Contains the replacement for the default global identity mapping definition file. Any entries
that exist in the default ctsec_map.global file must be replicated in this file, or necessary
access required by RSCT trusted services clients will be refused. This file contains identity
mapping definitions expected to be recognized by all nodes within the cluster. It is
expected that this file will have the same contents for each node within the cluster.

Ivar/ct/cfg/ctsec_map.local
Contains additional identity mapping definitions specific to the local node. This file adds
identity mapping definitions to the set recognized for the entire cluster. Entries within this
file are applied before entries from the ctsec_map.global file. It is expected that the
contents of this file will vary from node to node within the cluster, and provide mappings
required for clients that access the local node only.

Related Information
Commands: ctsidmck

ctsec_map.local File

Purpose

Associates operating system user identifiers on the local system with network security identifiers for
authorization purposes.

Description

RSCT trusted services use the identity mapping definition files ctsec_map.global and ctsec_map.local to
determine whether an RSCT client application’s user should be granted access to specific RSCT functions
and resources. The file is used to associate security network identifiers that are used by RSCT’s cluster
security services with user identifiers on the local system. RSCT trusted services use these files to
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determine what association, if any, exists for the RSCT client, and then use this association while
examining the RSCT access controls to determine whether the RSCT client should be granted access.

Two identity mapping definition files can be used:

* The ctsec_map.global file contains associations that are to be recognized on all nodes within the
cluster configuration

* The ctsec_map.local file contains associations that are specific to a particular node

In a cluster configuration, all ctsec_map.global files should be the same. Any local system additions that
are required for that specific system should be made in the ctsec_map.local file.

RSCT provides a default ctsec_map.global file in the /usr/sbin/rsct/cfg directory. Do not change this file.
If you need to add more associations for the cluster, copy this file to the /var/ct/cfg directory. Make any
changes to this new file: /var/ct/cfg/ctsec_map.global. Any entries that exist in the default
ctsec_map.global file must exist in the replacement version of the file in the /var/ct/cfg directory, or the
RSCT trusted services may refuse access to other RSCT trusted services peers. RSCT does not provide a
default ctsec_map.local file. The administrator can create this file, which must reside in the /var/ct/cfg
directory as well.

ctsec_map.global and ctsec_map.local are ASCII-formatted files that can be viewed and modified using
a text editor. Each line in the file constitutes an entry. Blank lines and lines that start with a pound sign (#)
are ignored. Each entry is used to either associate a security network identifier with a local operating
system user identifier, or to expressly state that no association is allowed for a security network identifier.

Ordering of entries within these files is important. Cluster security services parses the
ctsec_map.globaland ctsec_map.local files as follows:

1. If the /var/ct/cfg/ctsec_map.local file exists, cluster security services checks for associations in this
file

2. If the /var/ct/cfg/ctsec_map.global file exists, cluster security services checks for associations in this
file

3. Otherwise, cluster security services checks for associations within the /usr/sbin/rsct/cfg/
ctsec_map.global, if this file exists

The first entry that successfully grants or denies an association for a security network identifier in this
search path is the one that cluster security services uses. If entries in both the ctsec_map.globaland
ctsec_map.local files grant differing associations to the same security network identifier, cluster security
services will use the association stated by the entry in the ctsec_map.local file. Also, if two entries within
the ctsec_map.global file grant different associations to the same security network identifier, cluster
security services will use the association granted by the entry listed earlier in the ctsec_map.global file.
You can use the ctsidmck command to verify the association rule that is used by cluster security services
for specific security network identifiers.

Cluster security services recognizes these characters as reserved: <, >, :, =, !, @, * and considers these,
along with white space characters, as token separators. The wildcard character * is permitted, but should
not be used multiple times between other token separator characters. Contents of the identity mapping
definition files use the following Backus-Nour format:

<mapping_entry> ::= <mechanism_mnemonic> ':' <mapping>>
<mechanism_mnemonic> ::= 'unix', 'krb5'

<mapping> ::= <explicit mapping> | <mapping_rule>
<explicit_mapping> ::= <source_mapping> '=' <local_user_identity>

| "1' <source mapping>

<source_mapping> ::= <network_identity> | <match_pattern>'x'
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<target mapping> ::= <mapped_identity> | '='

<network_identity> ::= <user_name>'@'<registry name>

<user_name> ::= <match_pattern>'s' | '«'

<registry_name> ::= <match_pattern> | 'x' | <mpm_defined reserved word>
<mpm_defined_reserved_word> ::= '<'<alphanumeric_string>'>'
<mapped_identity> ::= <alphanumeric_string>

<match_pattern> ::= null string | <alphanumeric_string>

<alphanumeric_string> ::= any non-empty array of alphanumeric characters not
consisting of the reserved token separator characters

An <mpm_defined_reserved_word> is a special instruction to the underlying security mechanism
associated with the security network identifier that instructs the mechanism to interpret the identifier in a
specific manner. The following reserved words are defined:

<iw> A reserved word for security network identities using the RSCT host-based authentication (HBA)
security mechanism. This keyword maps the HBA root network identity of the local node to the
root user. When the cluster security services identity mapping program processes the
ctsec_map.global file, it replaces the <iw> keyword with the node ID of the node.

<cluster>
A reserved word for security network identities using the HBA security mechanism. The mapping
entry is applied to a security network identifier if the identifier is known to originate from any host
within the cluster that is currently active for the local node.

<any_cluster>
A reserved word for security network identities using the HBA security mechanism. The mapping
entry is applied to a security network identifier if the identifier is known to originate from any host
within any cluster that the local node is currently defined. The local node does not need to be
active within that cluster when the mapping is applied.

<realm>
A reserved word for security network identities using the Kerberos version 5 mechanism. The
mapping entry is applied to a security network identity if the identifier is known to originate within
the Kerberos realm that is currently active. See Restrictions.

Security

» The default identity mapping definition file /usr/sbin/rsct/cfg/ctsec_map.global is readable by all
system users, but permissions prevent this file from being modified by any system user.

* When creating the override identity mapping definition files /var/ct/cfg/ctsec_map.global and
Ivar/ct/cfg/ctsec_map.local, make sure that the files can be read by any system user, but that they can
only be modified by the root user or other restrictive user identity not granted to normal system users.

» By default, these files reside in locally-mounted file systems. While it is possible to mount the /var/ct/cfg
directory on a networked file system, this practice is discouraged. If the /var/ct/cfg/ctsec_map.local file
were to reside in a networked file system, any node with access to that networked directory would
assume that these definitions were specific to that node alone when in reality they would be shared.

Restrictions

RSCT does not support the Kerberos version 5 mechanism. Any entries using the mechanism mnemonic
krb5 or the reserved word <realm> will not be applied.
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Implementation Specifics

These files are part of the Reliable Scalable Cluster Technology (RSCT) cluster security services. The
default file is shipped as part of the rsct.core.sec fileset for AIX.

Location

lusr/sbin/rsct/cfg/ctsec_map.global
Contains the default identity mapping definition file.

Ivar/ct/cfg/ctsec_map.global
Contains the replacement for the default global identity mapping definition file. Any entries
that exist in the default ctsec_map.global file must be replicated in this file, or necessary
access required by RSCT trusted services clients will be refused. This file contains identity
mapping definitions expected to be recognized by all nodes within the cluster. It is
expected that this file will have the same contents for each node within the cluster.

Ivar/ct/cfg/ctsec_map.local
Contains additional identity mapping definitions specific to the local node. This file adds
identity mapping definitions to the set recognized for the entire cluster. Entries within this
file are applied before entries from the ctsec_map.global file. It is expected that the
contents of this file will vary from node to node within the cluster, and provide mappings
required for clients that access the local node only.

Related Information
Commands: ctsidmck

Data (D.*) Files for BNU

Purpose
Contain data to be sent to remote systems.

Description

Data (D.*) files contain the data to be sent to remote systems by the Basic Networking Utilities (BNU)
uucico daemon. The full path name of a data file is a form of the following:

Ivar/spool/uucp/SystemNamelD.SystemNamexxxx###

where the SystemName directory and the SystemName portion of the file name indicate the name of the
remote system. The xxxx### notation is the hexadecimal sequence number of the command file
associated with that data file, for example: D.venus471afd8.

After a set period of time (specified by the daemon), the daemon transfers the data file
to the designated system. It places the original data file in a subdirectory of the BNU spooling directory
named /var/spoolluucp where the SystemName directory is named for the computer that is
transmitting the file, and creates a temporary file to hold the original data file.

After receiving the entire file, the BNU program takes one of the three following actions:

 If the file was sent with thecommand and there were no transfer problems, the program
immediately renames the TM.* file with the appropriate data file name, such as D.venus471afd8, and
sends it to the specified destination.

 If the file was sent with thecommand, the BNU program also renames the temporary data file with
the appropriate D.* file name. The program then places the data file in the |Ivar/spoo|/uucppublic|
public directory, where the user receives the data file and handles it with one of the [uupick| command
options.
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 If there were transfer problems (such as a failed login or an unavailable device), the temporary data file
remains in the spooling subdirectory. The juudemon.cleanul command, a shell procedure, removes
these files automatically at specified intervals. They can also be removed manually.

Files

Vetc/uucp/Systems| Describes accessible remote systems.

Ivar/spool/uucp|SystemName] directory Contains BNU command, data, and execute
files.

Ivar/spool/uucp/SystemName. Contains instructions for file transfers.

Ivar/spool/uucp/SystemNamefTM.* Stores data files temporarily after they have

been transferred to a remote system.
{var/spool/uucppublic/*|directory Contains files that the BNU program has
transferred.

Related Information
The @ command, [uudemon.cleanu| command, command, command, @ command.

The daemon, daemon, daemon.

[BNU File and Directory Structure], |BNU Daemons, [BNU maintenance commands|in Networks and
communication management.

/dev/hty File

Purpose
Defines the Network Terminal Accelerator adapter tty interface.

Description

The /dev/hty* device files define, for the host computer, the interface-to-host adapter communication
channels. For each I/O device connected to the host computer through a host adapter, there must be a
/dev/hty* device file created to allow communication between the host computer and the 1/O device.

To allow for future expansion, there may be more /dev/hty* files than actual physical devices connected
through the host adapter.

The hty ports are functionally equivalent to /dev/tty* device files. The minor number corresponds to the
channel number, as defined in the hty_config file.

Files
/dev/hty Specifies the path to the file.
/dev/rhp* Adapter raw device.

Related Information
The file.

/dev/rhp File

Purpose
Defines the Network Terminal Accelerator adapter raw interface.
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Description

The /dev/rhp* device files define, for the host computer, the interface to the host adapters. For each host
adapter installed in the host computer, there must be a /dev/rhp* device file created in order to allow
communication between the host computer and the host adapter board.

The /dev/rhp* device file corresponding to a respective host adapter is used as an argument in many of
the utility programs.

Files
/dev/rhp Specifies the path to the file
/dev/hty Defines the Network Terminal Accelerator adapter tty interface.

Related Information
The [[dev/hty] file.

DHCP Client Configuration File

Purpose

Default configuration information for the Dynamic Host Configuration Protocol (DHCP) client program
(dhcpcd).

Description

The dheped configuration file contains entries for logging information, requested options, interfaces to
configure, and other items.

Following are the formats for the data in the configuration file.

# Comment line
The # character means that there is a comment from that point to the end of the line.

numLogFiles n
Specifies the number of log files. If 0 is specified, no log file will be maintained and no log
message is displayed anywhere. n is the maximum number of log files maintained as the size of
the most recent log file reaches its maximum size and a new log file is created.

logFileSize n
Maximum size of a log file. When the size of the most recent log file reaches this value, it is
renamed and a new log file is created. n is measured in kilobytes(KB).

logFileName filename
Name and path of the most recent log file. Less recent log files have the number 1 to (n - 1)
appended to their names; the larger the number, the older the file.

logItem <option name>
One item that will be logged. Multiple of these lines are allowed. This allows for the specified
logging level to be turned on. The following are option names:

SYSERR
System error, at the interface to the platform

OBJERR
Object error, in between objects in the process

PROTERR
Protocol error, between client and server
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WARNING
Warning, worth attention from the user

EVENT
Event occurred to the process

ACTION
Action taken by the process

INFO Information that might be useful

ACNTING
Who was served, and when

TRACE
Code flow, for debugging.

interface <ifName>
The interface to configure DHCP on. This may be the interface that is to be configured. Multiples
of these are allowed. There is a special entry, any. This tells the DHCP client to configure the first
one it finds and completes successfully. If the any option is used, there should not be any other
interface specified. The interface statement may be immediately followed by a pair of curly braces,
in which the options requested for this interface can be specified. Options requested within
interface curly braces apply only to this interface. See DHCP Server Configuration Filg for a list of
options and formats.

clientid <MAC | HOSTNAME>
Specifies the client id to use in all communication with the server. MAC denotes that the hardware
address for the particular interface should be used as the client id. HOSTNAME denotes that the
domain host name should be used as the client id. The default is MAC.

sniffer <exec string>
Specifies a string enclosed in quotes, indicating a program to execute to detect hardware
failure/recovery for an interface. The dhcp client will look for signal 23(SIGIO) to indicate that the
network interface is up and signal 16(SIGURG) to indicate that the network interface is down.

option <code> [<value>] [exec <string>]
Specifies an option requested by this client. lts scope is determined by whether it is inside a set of
curly braces for a particular interface, or if it is outside all curly braces. If outside, it applies to all
interfaces. code is the option code of the option requested. value is the requested value for that
option. This value is passed to the server with the option. The value is not required. The keyword
exec denotes a string following which should be executed if this option is returned by the server.
This string is expected to be an executable shell script or program. An "%s"” may be included in
the string. If present, the value returned by the server will be provided in ascii.

vendor Specifies the special syntax for the specification of the vendor extensions field. It is followed by a
set of curly braces. Inside the curly braces, the options and values for the vendor extensions field
are specified. The exec string on an option inside the vendor extensions options is not valid. It is
ignored.

reject <code>
Specifies that if this option code is returned by the server, this option should be ignored by the
client. Its value should not be used.

otherOptions <accept | reject>
Specifies how all other options should be handled by the client. This refers to any options not
specifically requested with an "option” statement or rejected with a "reject” statement. The default
is that all options are accepted.

updateDNS <string>
A string enclosed in quotes, indicating a program to execute to update the DNS server with the
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new inverse mapping for the IP address and names served by dhep. This string should include
four %s’s to indicate the placement of the following information from the dhcp client:

hostname
Value of option 12. The value returned by the dhcp server is used, if one is supplied. Else,
if the client specified a value in this file, the client-requested value is used. If neither the
client specified a requested hostname nor the server supplied one, this exec string will not
be executed.

domainname
Value of option 15. The value returned by the dhcp server is used, if one is supplied. Else,
if the client specified a value in this file, the client-requested value is used. If neither the
client specified a requested hostname nor the server supplied one, a null string (" ") will
be supplied by dhep. Therefore, this value is optional.

Ip Address
IP address leased to this client by the server. The string is supplied in dotted notation, for
example, 9.2.23.43.

leasetime
Lease time granted by the server. This string is a decimal number representing the
number of seconds of the lease.

These values are output by dhcep in this order:
hostname domainname Ip Address leasetime

A script /usr/sbin/dhcpaction has been provided with this function, as well as actions to help NIM
interact with DHCP clients. Run the script as follows:

/usr/sbin/dhcpaction hostname domainname ipaddress
leasetime < A | PTR | BOTH | NONE > NONIM

The first four parameters are what will be used to update the DNS server. The fifth parameter tells
dhcpaction to update the A record, the PTR record, or both, or none. The options are A, PTR,
BOTH, NONE. The sixth parameter is used to tell servers that NIM is being used, and processing
needs to be done when a client changes address. The options for this are NIM and NONIM. On
clients, this must be set to NONIM.

An example follows:

updateDNS "/usr/sbin/dhcpaction %s %s %s %s %s PTR
NONIM 2>&1 >>/tmp/updns.out"

initTimeout <timeout>
Specifies the timeout value in minutes. If the dhcp client fails to configure an address for an
interface within this timeout value, it stops making further attempts. This entry applies to systems
running AIX 5.2 and subsequent releases.

This file is part of TCP/IP in Network Support Facilities in Base Operating System (BOS) Runtime.

Example

This example tells the dheped daemon to use log files of a maximum of 100Kb in size and at most four of
them.

The base name for the log files is /usr/tmp/dhcpsd.log. The user also would like to only log four of the
nine possible log entry types. The user also specified a string to use for updating the Dynamic Domain
Name Server. The user also specified that the clientid to the server should be based on the
mac-address of the interface adapter that is trying to be configured. The user also specified that all options
should be accepted and instantiated (otheroptions accept), except for option 9 (reject 9).
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The options the user specified were the domain (option 15), but since this option is global to the interface
keywords, it applies to both interfaces.

Inside each interface, the hostname is specified with option 12.

numLogFiles 4
logFileSize 100
TogFileName /usr/tmp/dhcpsd.log

logltem SYSERR
logItem OBJERR
logltem PROTERR
lTogItem TRACE

updateDNS "nsupdate -h%s -d%s -i% %s"

clientid MAC
otheroptions accept
reject 9

option 15 "austin.ibm.com"
interface en0

{
}

interface tr0

{
}

option 12 "e-chisos"

option 12 "t-chisos"

Related Information
The Daemon

The [DHCP Server Configuration| File

[TCP/IP address and parameter Assignment - Dynamic Host Configuration Protocol in Networks and
communication management.

[TCP/IP problems with Dynamic Host Configuration Protocol|in Networks and communication management.

DHCP Server Configuration File

Purpose

Defines default configuration information for the Dynamic Host Configuration Protocol (DHCP) server
program (dhcpsd).

Description

The dhcpsd configuration file contains entries for logging information, options to return, machines to
configure, and other items.

Following are the formats for the data in the configuration file.

# Comment line
The # character means that there is a comment from that point to the end of the line.

non "

## "Name of Resource” "<Keyword> <value> <value> ...
The ## characters denote a named resource. This is used by the dhcpsconf program to allow the
user to create specific resources. The data is stored in the server file so that it can be read in with
the configuration file and displayed as the name and not the value in the viewing window of
dhcpscontf.
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The format of the ## line is a quoted string that is the name of the resource followed by a
double-quoted string representing a valid possible line for a configuration file. The second quoted
string should be syntactically correct for a line in a DHCP server configuration file. The keyword
can only be option, network, subnet, class, and client.

### "DHCP Server” "Any line from a server file”
The ### characters denote a server configuration file. This allows for multiple server files to be
saved in one file. The dhepsconf program uses this to present multiple server datasets in a
master. This would be useful, if you were to define a network with 10 servers and wanted to save
all the server information in one file and maintain a default server. The default server would go into
the master file, and the servers would be saved in the master file with the ### characters. The
dhcpsconf program has a function that allows you to create a specific server configuration out of
the master file.

numLogFiles n
Specifies the number of log files. If 0 is specified, no log file will be maintained and no log
message is displayed anywhere. n is the maximum number of log files maintained as the size of
the most recent log file reaches its maximum size and a new log file is created.

logFileSize n
Maximum size of a log file. When the size of the most recent log file reaches this value, it is
renamed and a new log file is created. n is measured in kilobytes(KB).

logFileName filename
Name and path of the most recent log file. Less recent log files have the number 1 to (n - 1)
appended to their names; the larger the number, the older the file.

logItem <option name>
One item that will be logged. Multiple of these lines are allowed. This allows for the specified
logging level to be turned on. The following are option names:

SYSERR

System error, at the interface to the platform
OBJERR

Object error, in between objects in the process
PROTERR

Protocol error, between client and server
WARNING

Warning, worth attention from the user
EVENT

Event occurred to the process
ACTION

Action taken by the process
INFO Information that might be useful

ACNTING
Who was served, and when

TRACE
Code flow, for debugging.

clientrecorddb <filename>
This is the path to a file to substitute for /etc/dhcps.cr. Configurations that support a large number
of addresses should set clientrecorddb and addressrecorddb database files in a file system with
substantial free space.

50 AIX Version 6.1 Files Reference



addressrecorddb <filename>
This is the path to a file to substitute for /etc/dhcps.ar.

network <Network address> [<Subnet Mask>|<range>]
Specifies one network administered by this server. Network address is the address of this network.
This address is specified in the dotted notation (for example, 9.0.0.0, 128.81.0.0, or 192.81.20.0).
Full four-byte value should be specified (for example, 9, 128.81, or 192.81.20 is not legal).

Network address may optionally be followed by the subnet mask, a range, or nothing.

If a subnet mask is specified, one or more subnet statements should appear in the succeeding
lines within a pair of curly braces. The subnet mask may be specified either in the dotted notation
(for example, 255.255.255.128) or as a number indicating the number of 1 bits in the mask (for
example, 25, which is equivalent to 255.255.255.128). The means that a network is not a
collection of all subnet for a network, but all subnets with the same length subnet for that network
"prefix.”

If a range is specified, it determines, within the network, the range of hosts that are administered
by this server, and it implies that there is no subnetting. A range is specified by the host
addresses, in the dotted notation, at the lower end and the higher end of the range, respectively,
separated by a hyphen with no spaces before or after it (for example, 192.81.20.1-129.81.20.128).
A range must encompass all addresses to be administered because multiple network statements
to define the same network are not allowed. Use the "client” statement to exclude any addresses
in the range that the server should not administer.

If nothing is specified after Network address, all hosts in that network are administered by this
server.

A network statement may be immediately followed by a pair of curly braces, in which parameters
(for example, options) particular to this network can be specified.

subnet <Subnet address> [<range>]
One or more subnet statements are enclosed by a pair of curly braces that immediately follows a
network statement with subnet mask. A subnet statement specifies one subnet within that network.

Subnet address is the address of this subnet. This address is specified in the dotted notation (for
example, 9.17.32.0 or 128.81.22.0).

Subnet address may be followed by a range or nothing.

If a range is specified, it determines, within the subnet, the range of hosts that are administered by
this server. A range is specified by the host addresses, in the dotted notation, at the lower end and
the higher end of the range, respectively, separated by a hyphen with no spaces before or after it.
A range must encompass all addresses to be administered since multiple subnet statements to
define the same subnet are not allowed. Use the "client” statement to exclude any addresses in
the range which the server should not administer.

If nothing is specified after Subnet address, all hosts in that subnet are administered by this
server.

The ranges in two servers administering the same subnet cannot overlap. Otherwise, two hosts
may be assigned the same address.

A subnet statement may be immediately followed by a pair of curly braces, in which parameters
(for example, options) particular to this subnet can be specified.

class <class_name> [<range>]
Specifies a class. The class name is a simple ascii string. A class’s scope is determined by the
curly braces in which it is enclosed. If it is outside all curly braces, then its scope is the entire file.

A class name may be followed by a range or nothing. If a range of Ip Addresses is specified, then
only addresses in that range will be assigned to clients who request this class. Note that clients
who request this class, for which the subnet does not match the range, will not be processed. Bad
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addresses will not be given out by the server. If an address range is not specified, then addresses
will be given to clients using the usual rules of assignment (by network clauses).

The class statement may be immediately followed by a pair of curly braces, in which the options
particular to this class can be specified. A class may be defined within the curly braces of a
subnet, but a subnet may not be defined within the curly braces of a class.

Options set up in the network or subnet containing a class definition will also apply to the class.

client <id_type> <id_value> <address>
Specifies a definition of client/address processing.

<id_type> is O for a string, otherwise it is one of the hardware types defined in RFC 1340 (for
example, 6 for IEEE 802 networks.)

<id_value> is a character string for <id_type>=0. Typically, this would be a domain name. For a
non-zero <id_type>, the <id_value> is a hexadecimal string representing the hardware address of
the client.

Note: An <id_type> of 0 and an <id_value> of O indicates that the <address> specified should not
be distributed by this server.

The <address> can be the string "none” to indicate that the client with <id_type> and <id_value>
should not be serviced by this server. The <address> can be the string "any” to indicate that the
server should choose an appropriate address for this client. The <address> can be an internet
address in dotted notation (for example, 9.2.15.82). This will be the Ip address given to the
particular client specified by <id_type> and <id_value>. As mentioned above, an <id_type> of 0
and an <id_value> of 0 indicates that the <address> specified should not be distributed by this
server.

Note: If a client is configured in this way on the server, then any class information requested by
the client will be ignored. No class-specific information will be processed for these clients.

The client statement may be immediately followed by a pair of curly braces, in which the options
particular to this client can be specified.

A client statement with an address specified that is not part of the address pool specified in a
network/subnet elsewhere in this file must contain the subnet mask option(1). For all other clients,
the server will compute the subnet mask option to send the client based on the network/subnet
definitions.

Note: All clients inherit all globally defined options. A client defined in a network scope will inherit
options defined for that network. A client defined in a subnet scope, will inherit options
defined for that subnet and encompassing network.

A class definition inside a client scope is not allowed.

The client statement may be used to configure bootp clients. To do this, specify all the bootp
options using the option syntax defined below. In addition, specify an infinite lease time in the
client scope with "option 51 0xffffffff”. DHCP options will not be served to the bootp client.

nakoutofrange <option>

Specifies the behavior of the DHCP server when a client requests an IP address that this server
does not administer.

When a DHCP client moves from one DHCP domain to a new DHCP domain, the client requests
its previous IP address from the new DHCP server. By default, the DHCP server ignores such
requests without sending a refusal (DHCP NAK). The nakoutofrange policy in the AIX DHCP
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server enables the DHCP administrator to force the server to send refusals to clients in such
situations, and to force the clients to request new addresses and configurations.

You can place the nakoutofrange option either inside a subnet scope or in the global scope. Each
option and its placement have specific implications to the behavior of the DHCP server. The
following options are available:

none This is the default setting when the nakoutofrange keyword is not present. A DHCP
server sends a DHCP NAK response when a client asks for an address that the server
controls and that the client cannot use. For example, a client requests an address that
another client is using.

Note: To use a policy other than none in the global area, you must understand the
network topology and ensure that clients of the DHCP server can reach the DHCP
server from any network access point.

insubnet
If a client requests an address that matches the subnet from which the client is
broadcasting, but the address does not fall within the controlled IP address ranges of that
subnet, the DHCP server sends a DHCP NAK response to the client.

Note: Do not use this option when multiple DHCP servers are controlling separate IP
address ranges on the same subnet, unless every access point to the subnet can
only reach one of the DHCP servers.

notinsubnet
The DHCP server sends a DHCP NAK response to a client that is requesting an address
that does not match the subnet from which the client is broadcasting. When this option is
placed outside the subnet scope, the DHCP NAK response is sent when the client’s
broadcast is received from a subnet that is not controlled by the server.

Note: When this option is placed inside the subnet scope, it should be used when there
are no other logical subnets on the client’s network segment that are administered
through any DHCP server.

both  The DHCP server sends a DHCP NAK response to a client that is requesting an address
that the server cannot assign to the client. Placing this option inside a subnet scope
combines the implications of placing the notinsubnet option and the insubnet option
inside the subnet scope. Place this option inside a subnet scope when the configured
DHCP server is the only DHCP server capable of assigning an address to a client
broadcasting from any of the network access points on the subnet. This option should be
placed globally only when the configured DHCP server is the only reachable DHCP server
from any of the network access points.

The following is an example of the nakoutofrange option:

nakoutofrange none
subnet 192.1.1.0 255.255.255.0 192.1.1.5-192.1.1.254
{

nakoutofrange both
# ... options ...

}
subnet 12.1.10.0 255.255.255.0 12.1.10.5-12.1.10.150

{

# another server controls addresses 12.1.10.151-12.1.10.254
nakoutofrange notinsubnet

# ... options ...

}

Note: A typical configuration is to use the both option inside all subnet scopes and to leave the
default none option enforced in the global scope.
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option

<code> <value>
This parameter specifies the value of an option defined in "DHCP Options and BOOTP Vendor
Extensions” (RFC 1533) and supported by this server.

An option is specified by the "option” keyword followed by the option code of this option and its
data field, in a single line. One or more of this parameter may be specified.

The scope within which an option applies is delimited by a pair of curly braces ({, }) surrounding
this parameter.

Two or more options with the same option code may be specified. Their data fields are
concatenated in a single option in a packet generated by the server if the options have the same
scope or one’s scope includes that of another.

Some of the defined options do not need to be specified by this parameter. These options are
either mandated by the protocol or this implementation to be present in proper packets, or only
generated by a client. These options are:

Table 1.

Option Code Name

0 Pad Option

255 End Option

1 Subnet Mask

50 Request IP Address

51 IP Address Lease Time

52 Option Overload

53 DHCP Message Type

54 Server Identifier

55 Parameter Request List
57 Maximum DHCP Message Size
58 Renewal (T1) Time Value
59 Rebinding (T2) Time Value
60 Class identifier of client

61 Client identifier

The other options may be specified by this parameter.
When specifying an option, its data field takes one of the following formats:

IP Address
XXX XXX XXX XXX

IP Addresses
XXX XXX XXX XXX ...]

IP Address Pair
[ip address:ip address]

IP Address Pairs
[[ip address:ip address] ...]

Boolean
[0, 1]

Byte [-128, 127]

54  AIX Version 6.1 Files Reference




Unsigned Byte
[0, 255]

Unsigned Bytes
[[0, 255] [0, 255] ...]

Short [-32768, 32767]

Unsigned Short
[0, 65535]

Unsigned Shorts
[[0, 65535] [0, 65536]

Long [-2147483648, 2147483647]

Unsigned Long
[0, 4294967295]

String "Value Here”

Note: All IP addresses are specified in dotted-decimal form.

Each of the defined options is listed below by its code and name, followed by the format of its data
field. These are specified in latest Vendor Extensions RFC.

Code |Name Data Field Format and Notes
0 Pad Option No need to specify
255 End Option No need to specify
1 Subnet Mask Unsigned Long

2 Time Offset Long

3 Router Option IP Addresses

4 Timer Server Option IP Addresses

5 Name Server Option IP Addresses

6 Domain Name Server Option IP Addresses

7 Log Server Option IP Addresses

8 Cookie Server Option IP Addresses

9 LPR Server Option IP Addresses

10 Impress Server Option IP Addresses

11 Resource Location Server Option IP Addresses

12 Host Name Option String

13 Boot File Size Option Unsigned Short

14 Merit Dump File String

15 Domain Name String

16 Swap Server IP Address

17 Root Path String

18 Extensions Path String

IP Layer Parameters per Host

Code

Name

Data Field Format and Notes

19

IP Forwarding Enable/Disable Option |Boolean
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Code

Name

Data Field Format and Notes

20

Non-local Source Routing
Enable/Disable Option

Boolean

21 Policy Filter Option IP Address Pairs

22 Maximum Datagram Reassembly Unsigned Short
Size

23 Default IP Time-to-live Unsigned Byte

24 Path MTU Aging Timeout Option Unsigned Long

25 Path MTU Plateau Table Unsigned Shorts

IP Layer Parameters per Interface

Code |Name Data Field Format and Notes
26 Interface MTU Option Unsigned Short

27 All Subnets are Local Option Boolean

28 Broadcast Address Option IP Address

29 Perform Mask Discovery Option Boolean

30 Mask Supplier Option Boolean

31 Perform Router Discovery Option Boolean

32 Router Solicitation Address Option IP Address

33 Static Route Option IP Address Pairs

Link Layer Parameters per Interface

Code |Name Data Field Format and Notes
34 Trailer Encapsulation Option Boolean

35 ARP Cache Timeout Option Unsigned Long

36 Ethernet Encapsulation Option Boolean

TCP Parameters

Code |Name Data Field Format and Notes
37 TCP Default TTL Option Unsigned Byte

38 TCP Keepalive Interval Option Unsigned Long

39 TCP Keepalive Garbage Option Boolean

Application and Service Parameters

Code Name Data Field Format and Notes
40 NIS Domain Option String
41 NIS Option IP Addresses
42 Network Time Protocol Servers IP Addresses
Option
43 Vendor Specific Information Unsigned Bytes
44 NetBIOS over TCP/IP Name Server IP Addresses
Option

56 AIX Version 6.1 Files Reference




Code Name Data Field Format and Notes
45 NetBIOS over TCP/IP Datagram IP Addresses
Distribution Server
46 NetBIOS over TCP/IP Node Type Unsigned Byte
Option
47 NetBIOS over TCP/IP Scope Option | Unsigned Bytes
48 X Window System Font Server Option | IP Addresses
49 X Window System Display Manager |IP Addresses
Option

DHCP Extensions

Code [Name Data Field Format and Notes
50 Request IP Address No need to specify
51 IP Address Lease Time Unsigned Long

52 Option Overload No need to specify
53 DHCP Message Type No need to specify
54 Server Identifier No need to specify
55 Parameter Request List No need to specify
56 Message String

57 Maximum DHCP Message Size No need to specify
58 Renewal (T1) Time Value No need to specify
59 Rebinding (T2) Time Value No need to specify
60 Class Identifier of Client Generated by client
61 Client Identifier Generated by client

BOOTP Specific Options

Code Name Data Field Format and Notes
sa Server Address for the BOOTP client |IP Address
to use
bf Bootfile for the BOOTP client to use | String
hd Home Directory for the BOOTP client | String
to search for the bootfile

Following is an example of BOOTP specific options:

option sa 1.1.2.2
option hd "/vikings/native"
option bf "bootfile.asdg"

Other option numbers may be specified, up to a maximum of 255. The options not listed above must be
specified with the unsigned byte list type. Following is an example:

option 178 01 34 53 # Means place tag 178 with value
0x013553

leaseTimeDefault <amount>[<unit>]
Specifies the default lease duration for the leases issued by this server. In the absence of any
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more specific lease duration (for example, lease duration for specific client(s) or class of clients),
the lease duration specified by this parameter takes effect.

The amount is specified by a decimal number. The unit is one of the following (plural is accepted):
* year

* month

* week

* day

* hour

* minute (default if unit is absent)

* second

There is at least one white space in between the amount and unit. Only the first amount following
the keyword has effect.

If this parameter is not specified, the default lease duration is one (1) hour.

This parameter should appear outside of any pair of curly braces, for example, it applies to all
leases issued by this server.

Note: This keyword only applies to the default for all addresses. To specify a specific lease time
for a subnet, network, class or client, use the usual "option 51 value” to specify that lease
time (in seconds).

leaseExpireInterval <amount> [<unit>]
Specifies the time interval at which the lease expiration condition is examined, and if a running
lease meets such condition, it is expired. The value of this parameter applies to all leases
administered by this server.
The amount is specified by a decimal number. The unit is one of the following (plural is accepted):
e year
* month
* week
* day
* hour
* minute (default if unit is absent)
* second

There is at least one white space in between the amount and unit. Only the first amount following
the keyword has effect.

If this parameter is not specified, the default interval is one (1) minute.

This parameter should appear outside of any pair of curly braces, for example it applies to all
leases issued by this server.

The value of this parameter should be in proportion with that of parameter 1easeTimeDefault so
that the expirations of leases are recognized in time.

supportBOOTP [yes | no]
Indicates to the server whether or not to support requests from BOOTP clients.

If yes is specified, the server will support BOOTP clients.

If the value field is not a yes, or the keyword is omitted, the server will not support BOOTP clients.
The scope of this parameter covers all the networks and subnets administered by this server.

If the server previously supported BOOTP clients and has been reconfigured not to support
BOOTP clients, the address binding for a BOOTP client established before the reconfiguration, if
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any, will still be maintained until the time when that BOOTP client sends a request again (when it
is rebooting.) At that time, the server will not respond, and the binding will be removed.

supportunlistedClients [yes | no]

Indicates to the server whether or not to support requests from clients that are not specifically
configured with their own individual client statements in the server.

If yes is specified, the server will support unlisted clients.
If the value field is anything other than yes, the server will not support unlisted clients.

If this keyword is not found in the file, the server will support clients not specifically configured with
a client statement.

updateDNS <string>

A string enclosed in quotes, indicating a program to execute to update the DNS server with the
new inverse mapping for the IP address and names served by dhcp. This string should include
four %s’s to indicate the placement of the following information from the dhcp client:

hostname
Value of option 12. The value returned by the dhep server is used, if one is supplied. Else,
if the client specified a value in this file, the client-requested value is used. If neither the
client specified a requested hostname nor the server supplied one, this exec string will not
be executed.

domainname
Value of option 15. The value returned by the dhcp server is used, if one is supplied. Else,
if the client specified a value in this file, the client-requested value is used. If neither the
client specified a requested hostname nor the server supplied one, a null string (" ") is
supplied by dhep. This may cause the update of address records to fail.

Ip Address
IP address leased to this client by the server. The string is supplied in dotted notation, for
example, 9.2.23.43.

leasetime
Lease time granted by the server. This string is a decimal number representing the
number of seconds of the lease.

These values are output by dhcep in this order:

hostname domainname Ip Address leasetime

A script /usr/sbin/dhcpaction has been provided with this function, as well as actions to help NIM
interact with DHCP clients. Run the script as follows:

/usr/sbin/dhcpaction hostname domainname ipaddress
Teasetime < A | PTR | BOTH | NONE > < NONIM | NIM >

The first four parameters are what will be used to update the DNS server. The fifth parameter tells
dhcpaction to update the A record, the PTR record, or both, or none. The options are A, PTR,
BOTH, NONE. The sixth parameter is used to tell servers that NIM is being used, and processing
needs to be done when a client changes address. The options for this are NIM and NONIM.

An example follows:

updateDNS "/usr/sbin/dhcpaction %s %s %s %s %s PTR
NONIM 2>&1 >>/tmp/updns.out"

Examples

In this example, we are setting up a server with a default lease time of 30 minutes. This means that
any address that doesn’t explicitly have a lease time set in a network, class, client, or subnet scope,
will get 30 minutes. We are also setting the time between server address expiration checks to 3
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2.

minutes. This means that every 3 minutes, the server will check to see if an address has expired and
mark it as expired. We are also saying the server should accept BOOTP requests and accept any
client that matches the normal address assignment scheme. The normal address assignment scheme
means that an address and options are assigned based on the network/subnet that the client is on.

We are also setting up two global options that should apply to all clients we serve. We are saying that
there is a printer at 10.11.12.13 for everyone to use and the global domain name is dreampark. We are
defining one network that has subnetting on the first 24 bits.

Thus, the network we are defining has some number of subnets and all the subnets we are specifying
in this network scope have netmask of 255.255.255.0. Under that network, we are defining some
options for that network and some subnets. The subnets define the actual addresses available for
distribution. There are two subnets. Inside the second subnet, there is a class. The class information
only applies to hosts on the second subnet that request that class. If that class is asked for the host, it
will get two netbios options. If the address is in the first subnet, it will get the options in the subnet
clause, which are nothing. If the host is in the second subnet, it will get all the options in the clause for
the second subnet. If it also has the class, it will get the class options. If options are repeated with the
same scope or a sub-scope, these options are concatenated together and set as one option. All hosts
given an address from one of the two subnets will receive the options that are in the network scope.

leaseTimeDefault 30 minutes
leaseExpirelnterval 3 minutes

supportBOOTP yes

supportUnlistedClients yes

option 9 10.11.12.13 # printer for all
option 15 dreampark # domain

name

network 9.0.0.0 24

{
subnet 9.2.218.0 9.2.218.1-9.2.218.128
subnet 9.67.112.0 9.67.112.1-9.67.112.64

{

option 28 9.67.112.127 # broadcast address
option 9 9.67.112.1 # printer 1

option 9 9.67.112.2 # printer 2

option 15 sandbox. # domain name

class netbios_host

{

#Netbi ov tcp/ip name server
option 44 9.67.112.125
Netbi over tcp/ip node type

option 46 2

1
1
option 15 toyland # domain name
option 9 9.68.111.128 # printer 3
option 33 1.2.3.4:9.8.7.1 # route to the moon
option 33 5.6.7.8:9.8.7.2 # route to the mars
# routes to black holes
option 3 11.22.33.44 55.66.77.88

}

In this example, we see the output of the dhcpsconf command. This format is more used by the
dhcpsconf GUI to store information. This format allows for multiple configurations. The dhcpsconf
GUI can in turn generate the specific server files for an individual server. The file specifies two of
DHCP Servers, Greg and Fred. Each contain the definitions for the two servers. The dhcpsconf
command can generate files specifically for Greg or Fred. The dhepsconf command will also use the
named resources (## sections) to display network pieces that have been named by the administrator.
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The DHCP server Greg is responsible for network 9.3.145.0, subnet mask 255.255.255.192. The DHCP
server Fred is responsible for network 9.3.146.128, subnet mask 255.255.255.240. Each server
provides its own domain name. Other options named and unnamed may be placed in the server's
configuration section.

Note: This format is used by dhcpsconf, which generateS the appropriate configuration files for
DHCP servers Greg and Fred.

# Named resources Section

## "Network 1 Subnet Netmask" "option 1 255.255.255.192"

## "Network 2 Subnet Netmask" "option 1 255.255.255.240"

## "Network 1 Domain Name" "option 15 "bizarro.austin.ibm.com""
## "Network 2 Domain Name" "option 15 "superman.austin.ibm.com""
## "Network 1 Network" "network 9.3.145.0 26"

## "Network 2 Network" "network 9.3.146.128 27"

### "DHCP Server Greg" "logItem SYSERR"

### "DHCP Server Greg" "numlogfiles 6"

### "DHCP Server Greg" "logfilesize 100"

### "DHCP Server Greg" "logfilename /usr/tmp/dhcpgreg.log"
### "DHCP Server Greg" "network 9.3.145.0 26"

### "DHCP Server Greg" "{"

### "DHCP Server Greg" "option 15 "bizarro.austin.ibm.com""
### "DHCP Server Greg" "}"

### "DHCP Server Fred" "TogItem SYSERR"

### "DHCP Server Fred" "logItem OBJERR"

### "DHCP Server Fred" "numlogfiles 3"

### "DHCP Server Fred" "logfilesize 50"

### "DHCP Server Fred" "logfilename /usr/tmp/dhcpfred.log"
### "DHCP Server Fred" "network 9.3.146.128 27"

### "DHCP Server Fred" "{"

### "DHCP Server Fred" "option 15 "superman.austin.ibm.com""
### "DHCP Server Fred" "}"

Related Information
The daemon, the command

The [DHCP Client Configuration| File

[TCP/IP Address and Parameter Assignment - Dynamic Host Configuration Protocollin Networks and
communication management.

[Problems with Dynamic Host Configuration Protocol (DHCP)|in Networks and communication
management.

depend File

Purpose
Describes the format of a software dependencies file.

Description

The depend file is an ASCII file used to specify information concerning software dependencies for a
particular package. The file is created by a software developer.

Each entry in the depend file describes a single software package. The instance of the package is
described after the entry line by giving the package architecture and/or version. The format of each entry
and subsequent instance definition is:

type pkg name
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The fields are:

Entry  Definition
type Defines the dependency type. This must be one of the following:

P Indicates a prerequisite for installation, for example, the referenced package or versions must be
installed.

| Implies that the existence of the indicated package or version is incompatible. See also the X tag.

X Implies that the existence of the indicated package or version is incompatible. This tag should be
used instead of the | tag.

R Indicates a reverse dependency. Instead of defining the packages own dependencies, this
designates that another package depends on this one. This type should be used only when an old
package does not have a depend file but it relies on the newer package nonetheless. Therefore, the
present package should not be removed if the designated old package is still on the system since, if
it is removed, the old package will no longer work.

S Indicates a superseding dependency. It should be used when an earlier package has been
superseded by the current package.
pkg Indicates the package abbreviation.

name  Specifies the full package name.

Dependency checks may be disabled using the admin file.

Examples
Shown below is an example of a depend file (for the NFS package):

P base Base System

nsu Networking Support Utilities
inet Internet Utilities

rpc Remote Procedure Call Utilities
dfs Distributed File System Utilities

U U U 7o

Related Information
Thefile format, file format.

devexports File

Purpose

Lists all devices that can be exported into workload partitions, and lists the devices that are exported by
default.

Description

A devexports file is a stanza file containing a list of global devices that can be legally exported to
workload partitions (WPARs). Devices are specified by name, which can contain shell-style wildcards.
devexports stanzas have the following format:

name:
value = "{/dev/devname}”
auto = "{yes|no}"”

The stanza header is always name. The value attribute contains the full path to the device (for example,
/dev/null) or a shell-style pattern representing multiple devices (for example, /dev/*random). The
existence of the stanza in the file indicates that one or more devices can be exported. The auto attribute
indicates whether the device is exported by default. If the auto attribute is not specified, auto=yes is
assumed.

62 AIX Version 6.1 Files Reference



You can configure a workload partition with a devexports file using the -b flag of the mkwpar command
or the restwpar command. If you do not specify the file, the /etc/wpars/devexports file is used by default.

The -D flag of the mkwpar command can override the default exporting behavior that the auto attribute
indicates. However, devices that are not represented in the devexports file related to the WPAR cannot
be exported.

Device exports are synchronized when you run the startwpar command, in case configurations have

changed since the last run command. Device exports are resynchronized when you run the chwpar
command to change device-related settings using the -D flag.

Related Information

The [chwpar| command, [clogin| command, Iswpar| command, [mkwpar| command, [restwpar command,
rc.wpars| command, [rebootwpar command, rmwpar| command, [startwpar| command,
command, |§yncroot| command, |syncwpa[| command, |wparexec| command.

dir File

Purpose
Describes the format of a directory.

Syntax

#include <sys/dir.h>

Description

A directory is a file that contains information and structures necessary to define a file hierarchy. A file is
interpreted as a directory by the system if it has the S_IFDIR file mode. All modifications to the structure of
a directory must be performed under the control of the operating system.

The directory file format accommodates component names of up to 256 characters. This is accomplished
through the use of a variable-length structure to describe individual directory entries. The structure of a
directory entry follows.

Note: This structure is a file system-specific data structure. It is recommended that file
system-independent application programs use the file system-independent direct structure and its
associated library support routines.

struct direct {

ino_t d_ino;
ushort d_reclen;
ushort d_namelen;
char d_name[256] ;

}s

By convention, the first two entries in each directory are . (dot) and .. (dot dot). The . (dot) is an entry for
the directory itself. The .. (dot dot) entry is for the parent directory. Within the root (/) directory the
meaning of .. (dot dot) is modified; because there is no parent directory, the .. (dot dot) entry has the same
meaning as the . (dot) entry.

The DIRSIZ (dp) macro gives the amount of space required to represent a directory entry. The dp
argument is a pointer to a direct structure.
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Related Information
The|dirent.hlfile, [filsys.h file, inode file.

The |opendir, readdir, telldir, seekdir, rewindir, or closedir|subroutine.

File systems|in Operating system and device management.

in Operating system and device management.

in Operating system and device management.

dpid2.conf File

Purpose
Defines the configuration parameters for the dpid2 daemon.

Description

The dpid2.conf file provides the configuration information for the dpid2 daemon. Stop the daemon using
the stopsrc command and start it using the startsrc command if there are changes to the configuration
file. The daemon should be under the System Resource Control (SRC) for issuing these start or stop
commands.

Keywords
The directives are specified in the form <keyword>=<value>. The following keyword is case-insensitive:

dpiTimeOut
Specifies the timeout in seconds that the dpid2 daemon waits for the arrival of data from
subagents. The default value is 8 seconds. The maximum timeout value is 600 seconds. If you
specify any value less than or equal to zero, the default value is taken for processing.

Note: This sample configuration file is in the /usr/samples/snmpd/dpi2 directory. You must copy the
configuration file to the /etc directory to use the configurable parameter dpiTimeOut.

Examples
The following example sets the configurable parameter dpiTimeOut to the maximum value of 600 seconds.
dpiTimeOut=600

Files

letc/dpid2.conf Defines the configuration parameters for the dpid2 daemon.

Related Information

The daemon.

dsinfo File

Purpose
Contains the terminal descriptions for the Dynamic Screen utility.
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Description

The dsinfo file is a database of terminal descriptions used by the Dynamic Screen utility. A terminal
description typically contains the following configuration information:

» Keys defined for specific use with the Dynamic Screen utility and their function
* Number of pages of screen memory available to the terminal
» Code sequences that must be sent or received to access and use Dynamic Screen features

Thecommand reads the appropriate configuration information from the dsinfo file to start the
Dynamic Screen utility.

Entry Format

Line entries in the dsinfo file consist of a number of definition fields separated by commas. The first-line
field entries are alternate screen names for the terminal. The screen name fields are separated by a | (
pipe symbol).

Other line fields are strings describing the capabilities of the terminal definition to the Dynamic Screen
utility. The following escape codes are recognized within these strings:

Escape Code Meaning

\E,\e Escape

\n\I New line

\r Carriage return

\t Tab

\b Backspace

\f Form feed

\s Space

\nnn Character with octal value nnn
AXx Ctrl-x for any appropriate x.

Any other character preceded by a \ (backslash) yields the character itself.

Strings must be entered as the type=string parameter, where type is the [string type| and string is the string

value.
If information is not entered into a string field, a comma is still used to designate the existence of the fiel

String Types and String Values
The following string types are available:

String

Type Meaning

dskx Describes the action assigned to a key. This string type contains 4 characters. The 4th character indicates
the action to be taken when the keystroke is received by the screen:

Key Type Action

dskb Block input and output.

dskc Start a new screen.

dske End the Dynamic Screen utility (exit code 0).
dskl List keys and actions.

dskp Switch to previous screen.

dskq Quit Dynamic Screen utility (exit code 1).

Chapter 1. System Files

d.

65



Key Type Action
dsks Select a specific screen.

Currently, the only valid dsk string type endings are b, c, e, |, p, g, and s. Any other key
definitions used at this time are interpreted as null values and cause no internal Dynamic
Screen action for the terminal definition. Other keys may be assigned values within the
Dynamic Screen utility at a later time.

Note: The dskn string type (n for null or no operation) is guaranteed not to be used for
any function assignments in future versions. It is recommended that the dskn string type be
used instead of other null characters when no internal Dynamic Screen action is desired for
a terminal definition.

The value string for each dskx string type has three substrings, separated by a | (pipe
symbol). (To include a | in one of the substrings, use \| [backslash, pipe symbol].)

The first substring is the sequence of characters the terminal sends when the key is
pressed. The second substring is a label for the key as displayed in the key listing (for
example, the Shift-F1 key sequence). The third substring is a sequence of characters the
Dynamic Screen utility sends to the terminal when the key is pressed, before performing
the requested action.

dsp Describes a physical screen in the terminal. A dsp string type must be present for each
physical screen in the terminal.

The value string for each physical screen has two substrings, separated by a | (pipe
symbol). (To include a | in one of the substrings, use \| [backslash, pipe symbol].)

The first substring is the sequence of characters to send to the terminal to display and
output to the particular named physical page on the terminal. The second substring is
usually set to clear the screen sequence. It is sent under the following two conditions:

* The creation of new terminal session
» More terminals are running than there are physical screens.

If your selection of a terminal causes the Dynamic Screen utility to reuse one of the
physical screens, the clear-the-screen sequence is sent to the screen to indicate that the
screen content does not match the output of the terminal connected to it.
Note: Running with more terminals than there are physical screens is not
recommended. Avoid this situation by defining no more screen selection keys (dsks=...)
than physical screens (dsp=...).
dst Adjusts the Dynamic Screen utility’s input timeout. The value of the string must be a
decimal number. The timeout value is in tenths of a second and has a maximum value of
255. The default timeout value is 1, or one tenth of a second.

When the Dynamic Screen utility recognizes a prefix of an input sequence but has not yet
received all the characters in the sequence, it waits for more characters. If the timeout
occurs before more characters are received, the received characters are sent to the screen,
and the Dynamic Screen utility does not consider these characters as part of an input key
sequence. Consider increasing the value of the dsp string if one or more of the keys to
which the utility has to respond is actually a number of key combinations (for example,
<Ctrl-Z> 1, <Ctrl-Z> 2, <Ctrl-Z> 3, and so on, for screen selection, or <Ctrl-Z> N, for new
screen).

Examples

1. The following dsinfo entry describes a WYSE 60 terminal with three screens:

wy60 |wyse60 |wyse model 60,
dsks="A""M|Shift-F1
dsks="Aa"M|Shift-F2
dsks="Ab"M|Shift-F3
dskc=\200|Ctr1-F1][,
dske=\201|Ctr1-F2|\EwO\E+,

B
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dsk1=\202|Ctr1-F3|,
dsp=\EwO|\E+,
dsp=\Ewl|\E+,
dsp=\Ew2|\E+,

The <Shift-F1> through <Shift-F3> key combinations are used for selecting screens 1 through 3.
<Ctrl-F1> creates a new screen. <Ctrl-F2> sends the key sequence <Esc> w 0 <Esc> + to the
screen. As a result, the terminal switches to window 0, the screen is cleared, and the Dynamic Screen
utility ends. <Ctrl-F3> lists the keys and their functions. The three physical screens are displayed by
sending the key sequences <Esc> w 0, <Esc> w 1, and <Esc > w 2, respectively. Each time a
physical screen is used for a new screen the <Esc> + key sequence is sent to the terminal to clear the
screen.

2. The following dsinfo entry describes a WYSE 60 terminal with three screens, one of which is on a
second computer communicating through the second serial port on the terminal. The Dynamic Screen
utility must be run on both computers, with terminal type WY60-1 on the first computer and terminal
type WY60-2 on the second computer (to do so specify the -t flag in the dscreen command).

wy60-1|wyse60-1|wyse model 60 - first
serial port
dsks="A""M
dsks="Aa™M|Shift-F2
dskb="~Ab"M|Shift-F3
dskc=\200|Ctrl1-F1],
dske=\201|Ctr1-F2|\Ed#\201"T\EwO\E+,
dsk1=\202|Ctr1-F3]|,
dsp=\EwO | \E+,dsp=\Ewl|\E+,
wy60-2|wyse60-2|wyse model 60 - second
serial port
dskb="A""M|Shift-F1|\Ed# A~ \r T\Ee8,
dskb="Aa"M Shift-F2|\Ed#AAa\rAT\Ee8,
dsks="AbM|Shift-F3
dskc=\200|Ctrl-F1
dske=\201|Ctrl1-F2
dsk1=\202|Ctr1-F3
dsp=\Ew2 | \E+,

Shift-F1

\Ed#"~Ab\r~T\Ee9,

iEd#\ZQIAT\EWG\E+,

The first two key entries for terminal type WY60-1 are identical to the entry in example 1. The third key
entry, of type dskb, specifies that input and output are blocked when the <Esc> d # <Ctrl-A> b <CR>
<Ctrl-T> <Esc> e 9 key sequence is sent to the terminal. As a result, output is blocked, and the
Dynamic Screen utility continues to scan input for key sequences but discards

all other input. The <Esc> d # sequence puts the terminal in transparent print mode, which echoes all
keystrokes up to <Ctrl-T> out the other serial port. The <Ctrtl-A> b <CR> key sequence is sent out to
the other serial port, informing the Dynamic Screen utility on the second computer that it should
activate the window associated with the <Shift-F3> key. The <Ctrl-T> key sequence takes the terminal
out of transparent print mode, and the <Esc> e 9 key sequence informs the terminal to switch to the
other serial port for data communications.

The other computer takes over and sends the <Esc> w 2 key sequence to switch to the third physical
screen and then resumes normal communication.

The WY60-2 entry follows the same general pattern for the <Shift-F1> and <Shift-F2> key
combinations, which switch to transparent print mode, send a function key string to the other computer,
switch transparent print off, and switch to the other serial port.

The end key <Ctrl-F2> works the same for both computers. It sends the end key sequence to the other
computer through the transparent print mechanism, switches the terminal to window 0, clears the
screen, and exits.

Files

letc/dsinfo Contains the terminal descriptions for the Dynamic Screen utility.
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Related Information
Thecommand.

dumpdates File

Purpose
Describes the format of the dumpdates file.

Description

The /etc/dumpdates file holds filesystem backup information for the [backup| and rdump| commands. The
dumpdates file is maintained by using the -u option when performing file system backups. The following is
the dumpdates data structure:
struct idates {

char id_name [MAXNAMLEN+3] ;

char id_incno;

time_t id_ddate;

}

The struct idates describes an entry in the /etc/dumpdates file where the backup history is kept. The
fields of the structure are:

id_name The name of the file system.
id_incno The level number of the last backup.
id_ddate The date of the incremental backup in system format.

MAXNAMLEN The maximum value of this variable is 255.

Files

letc/dumpdates Specifies the path name of the symbolic link to the dumpdates file.

Related Information
The [backup| command, fdump| command.

[Backup methods|in Operating system and device management.

e789 ctbl File for HCON

Purpose
Contains the default binary color definition table for HCON.

Description

The /usr/lib/hcon/e789_ctbl file contains the default color definition table for the Host Connection
Program (HCON) in binary form.

Instances of the e789_ctbl file can also occur in user SHOME directories. The color definition table can be
customized using the heconutil command. If the user issuing the hconutil command does not specify a
name for the new table, the command names the €789_ctbl table and places it in the user SHOME
directory. To use a customized table, an HCON user must specify the file name of the table in an HCON
session profile.
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Files

lust/lib/hcon/e789_ctbl Specifies the path of the e789_ctbl file.

Related Information
The ommand.

e789_ktbl File for HCON

Purpose
Contains the default binary keyboard definition table used by HCON.

Description

The /usr/lib/hcon/e789_ktbl file contains the default keyboard definition table used by the Host
Connection Program (HCON) in binary form.

HCON key names are mapped to specific keys on each supported keyboard. The HCON emulator
program uses these key mappings to generate the correct key function on all the supported keyboards.
HCON key mappings can be customized using the hconutil command.

Instances of the e789_ktbl file can also occur in user SHOME directories. The keyboard definition table
can be customized using the hconutil command. If the user issuing the hconutil command does not
specify a name for the new table, the command names the e789_ktbl table and places it in the user
$HOME directory. To use a customized table, an HCON user must specify the file name of the table in an
HCON session profile.

Files

lustr/lib/hcon/e789_ktbl Specifies the path of the e789_ktbl file.

Related Information
The [chhcons] command.

eimadmin.conf File

Purpose
Stores system Enterprise Identity Mapping (EIM) connection information from the eimadmin command.

Description

This file is used to store system Enterprise Identity Mapping (EIM) connection information from the
eimadmin command. Use the eimadmin command to create and update this file. The connection
information stored by the eimadmin.conf file includes the EIM domain and its controlling server, the
identity with which to authenticate (bind) to the server, and the authentication method.
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The meanings of the eimadmin.conf file’s fields are as follows:

LdapURL

KerberosRegistry
LocalRegistry
EimDomain

ConnectionMethod

BindDn

BindPassword
SSLKeyFile

SSLKeyPassword

SSLKeyCert

Example

Specifies the URL and port for the LDAP server controlling the EIM data. This field takes the
following format:

1dap://some.ldap.host:389
1daps://secure.ldap.host:636

Specifies the name of a Kerberos registry.
Specifies the full distinguished name (DN) of the EIM domain. This name begins with
ibm-eimDomainName= and consists of the following elements:

domainName
The name of the EIM domain you are creating. For example, MyDomain.

parent distinguished name
The distinguished name for the entry immediately above the given entry in the
directory information tree hierarchy, such as o=ibm,c=us. For example:

ibm-eimDomainName=MyDomain,o=ibm,c=us

Specifies the method of authentication to the LDAP server. You can select one of the
following methods:

» SIMPLE (bind DN and password). (DEFAULT method).

* CRAM-MD5 (bind DN and protected password).

+ EXTERNAL (digital certificate).

» GSSAPI (Kerberos). Uses the default Kerberos credential. The credential must be

established using a service such as kinit before running EIM.

The distinguished name to use for the simple bind to LDAP. For example, cn=admin. The bind

distinguished name has one of the following EIM authorities:

* EIM administrator

* EIM regqistries administrator

* EIM registry X administrator

» EIM identifiers administrator

Specifies the password associated with the bind DN.

The name of the SSL key database file, including the full path name. If the file cannot be

found, the name of a RACF key ring that contains authentication certificates is used. This

value is required for SSL communications with a secure LDAP host. For example:
/u/eimuser/Tdap.kdb

The password required to access the encrypted information in the key database file. As an

alternative, you can specify an SSL password stash file by prefixing the stash file name with

file://. For example:

file:///u/eimuser/Tdapclient.sth

Identifies which certificate to use from the key database file or RACF key ring. If a certificate
label is not specified, the default certificate in the file or ring is used.

-> /usr/bin/eimadmin -X -d ibm-eimDomainName="'1ibm-eimDomainName=MyDomain,o=1bm,c=us"'

-h '1dap://keystone.austin.ibm.com:389"

-S 'SIMPLE'-b 'cn=admin' -w 'secret'

-> cat /etc/eimadmin.conf

EimConfiguration:

LdapURL="1dap://keystone.austin.ibm.com:389"

KerberosRegistry=""

LocalRegistry=""
EimDomain="1ibm-eimDomainName=MyDomain,o=1ibm,c=us"
ConnectionMethod="SIMPLE-b"

BindDn=""

BindPassword=""
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SSLKeyFile=""
SSLKeyPassword=""
SSLKeyCert=""

->

Location

/etc/eimadmin.conf Contains the eimadmin.conf file.

Related Information

The command.

environ File

Purpose
Defines the environment attributes for users.

Description

The /etc/security/environ file is an ASCII file that contains stanzas with the environment attributes for
users. Each stanza is identified by a user name and contains attributes in the Attribute=Value form, with a
comma separating the attributes. Each attribute is ended by a new-line character, and each stanza is
ended by an additional new-line character.

If environment attributes are not defined, the system uses default values. Each user stanza can have the
following attributes:

Attribute Definition

usrenv Defines variables to be placed in the user environment when the initial login command is given
or when the su command resets the environment. The value is a list of comma-separated
attributes. The default value is an empty string.

sysenv Defines variables to be placed in the user protected state environment when the initial login
command is given or when the su command resets the environment. These variables are
protected from access by unprivileged programs so other programs can depend on their
values. The default value is an empty string.

For a description of environment variables, refer to the [/etc/environmentfile.

Access to all the user database files should be through the system commands and subroutines defined for
this purpose. Access through other commands or subroutines may not be supported in future releases.

The mkuser command creates a user stanza in this file. The initialization of the attributes depends upon
their values in the /usr/lib/security/mkuser.default file. The chuser command can change these
attributes, and the Isuser command can display them. The rmuser command removes the entire record
for a user.

Security
Access Control:

This command should grant read (r) access to the root user, members of the security group, and others
consistent with the security policy for the system. Only the root user should have write (w) access.
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Auditing Events:

Event Information
S_ENVIRON_WRITE file name
Examples
A typical stanza looks like the following example for user dhs:
dhs:
usrenv = "MAIL=/home/spool/mail/dhs,MAILCHECK=600"
sysenv = "NAME=dhs@delos"
Files
/etc/security/environ Specifies the path to the file.
etc/environment Specifies the basic environment for all processes.

Contains the basic attributes of groups.
Contains the extended attributes of groups.
Contains the basic attributes of users.
Contains password information.
etc/security/user Contains the extended attributes of users.
etc/security/limit Contains the process resource limits of users.

ustr/lib/security/mkuser.defaul Contains the default values for user accounts.
etc/security/lastlo Contains last login information.

Related Information

The ommand, command, command, command, command,

command, {sul command.

etc/security/passwd

The subroutine, subroutine, subroutine, subroutine.

[File and system security| in Operating system and device management.

environment File

Purpose
Sets up the user environment.

Description

The /etc/environment file contains variables specifying the basic environment for all processes. When a
new process begins, the exec subroutine makes an array of strings available that have the form
Name=Value. This array of strings is called the environment. Each name defined by one of the strings is
called an environment variable or shell variable. The exec subroutine allows the entire environment to be
set at one time.

Environment variables are examined when a command starts running. The environment of a process is not
changed by altering the /etc/environment file. Any processes that were started prior to the change to the
letc/environment file must be restarted if the change is to take effect for those processes. If the TZ
variable is changed, the cron daemon must be restarted, because this variable is used to determine the
current local time.

The following restrictions apply, when modifying the environment file:
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» Ensure that newly created environment variables do not conflict with standard variables such as MAIL,

PS1, PS2, and IFS.

* Ensure that the information in the environment file is in the Name=Value format. Unlike profile scripts,
the environment file is not a shell script and does not accept data in any format other than the

Name=Value format.

The Basic Environment
When you log in, the system sets environment variables from the environment file before reading your

login profile, .profile.

The following variables make up the basic environment:

Variable
HOME

LANG

NLSPATH

LC__FASTMSG

LOCPATH

PATH

Description

The full path name of the user login or HOME directory. The login program sets this
to the name specified in the file.
The locale name currently in effect. The LANG variable is set in the

/etc/environment file at installation time.
The full path name for message catalogs. The default is:

lusr/lib/nls/msg/%L/%N:
lustr/lib/nls/msg/%L/%N.cat:

where %L is the value of the LC_MESSAGES category and %N is the catalog file
name.

Note: See the command for more information about changing message
catalogs.

If LC_FASTMEG is set to false, POSIX-compliant message handling is performed. If
LC__ FASTMSG is set to true, it specifies that default messages should be used for
the C and POSIX locales and that NLSPATH is ignored. If this variable is set to
anything other than false or unset, it is considered the same as being set to true.
The default value is LC__FASTMSG=true in the /etc/environment file.

The full path name of the location of National Language Support tables. The default
is /usr/lib/nls/loc and is set in the /etc/profile file. If the LOCPATH variable is a null
value, it assumes that the current directory contains the locale files.

Note: All setuid and setgid programs will ignore the LOCPATH environment
variable.

The sequence of directories that commands such as the sh, time, nice and nohup
commands search when looking for a command whose path name is incomplete.
The directory names are separated by colons.
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Variable
TZ

EST

hh

Description

The time-zone information. The TZ environment variable is set by the
letc/environment file. The TZ environment variable has the following format (spaces
inserted for readability):

std offset dst offset , rule

The fields within the TZ environment variable are defined as follows:

std and dst
Designate the standard (std) and summer (dst) time zones. Only the std
value along with the appropriate offset value is required. If the dst value is
not specified, summer time does not apply. The values specified may be no
less than three and no more than TZNAME_MAX bytes in length. The
length of the variables corresponds to the %Z field of the command; for
libc and libbsd, TZNAME_MAX equals three characters. Any nonnumeric
ASCII characters except the following may be entered into each field: a
leading : (colon), a , (comma), a - (minus sign), a + (plus sign), or the ASCII
null character.
Note: POSIX 1.0 reserves the leading : (colon) for an implementation-
defined TZ specification. The operating system disallows the leading colon,
selecting CUTO and setting the %Z field to a null string.

An example of std and dst format is as follows:
EST5EDT

Specifies Eastern U.S. standard time.
Specifies the offset, which is 5 hours behind Coordinated Universal Time (CUT).

EDT Specifies the corresponding summer time zone abbreviation.

Note: Seefor a list of time zone names defined for the system.

offset Denotes the value added to local time to equal Coordinated Universal Time
(CUT). CUT is the international time standard that has largely replaced
Greenwich Mean Time. The offset variable has the following format:

hh:mm:ss

The fields within the offset variable are defined as follows:
Specifies the dst offset in hours. This field is required. The hh value can range
between the integers -12 and +11. A negative value indicates the time zone is east of
the prime meridian; a positive value or no value indicates the time zone is west of
the prime meridian.
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Variable
mm

start
end
time

Description
Specifies the dst offset detailed to the minute. This field is optional. If the mm value is
present, it must be specified between 0 and 59 and preceded by a : (colon).

ss Specifies the dst offset detailed to the second. The ss field is optional. If the
ss value is present, it must be specified between 0 and 59 and preceded by
a : (colon).

An offset variable must be specified with the std variable. An offset variable for the
dst variable is optional. If no offset is specified with the dst variable, the system
assumes that summer time is one hour ahead of standard time.

As an example of offset syntax, Zurich is one hour ahead of CUT, so its offset is -1.
Newfoundland is 1.5 hours ahead of eastern U.S. standard time zones. lts syntax
can be stated as any of the following: 3:30, 03:30, +3:30, or 3:30:00.

rule The rule variable indicates when to change to and back from summer time.
The rule variable has the following format:

start/time,end/time

The fields within the rule variable are defined as follows:
Specifies the change from standard to summer time.
Specifies the return to standard time from summer time.
Specifies when the time changes occur within the time zone. For example, if the time
variable is encoded for 2 a.m. then the time changes when the time zone reaches 2
a.m. on the date specified in the start variable.
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Variable
/

Time Zones

Description
Delimits the start date, end date, and time variables.

s (Comma) Delimits two date and time pairs.

The start and end variables support a syntax for Julian time (J) and a syntax for
leap years (M):

Jdn

Mm.n.d

In the J syntax, the n variable has the value of 1 through 365. Leap days are not
counted. In the M syntax, m is the month, n the week, and d the day of the week
starting from day 0 (Sunday).

The rule variable has the same format as the offset variable except no leading -
(minus sign) or + (plus sign) is allowed. The default of the start variable is 02:00:00
(2 am.).

Note: The time zone offsets and time change points are interrelated and
context-dependent. The rule variable’s runtime execution semantics change as a
function of the offsets. For example, if the summer time zone changes one hour, as
in CST6CDTS5, (the default 2 a.m.) summer time changes instantaneously from 2 a.m.
to 3 a.m. CDT. The fall change is from 2 a.m. CDT to 1 a.m. CST. The respective
changes for a time zone of CST6CDT4 are 2 a.m. CST to 4 a.m. CDT and 2 a.m. CDT
to 12 a.m. CST.

In an example of the rule variable, if the law changed so that the Central United
States experienced summer time between Julian 129 and Julian 131, the TZ variable
would be stated as follows:

TZ=CST6CDT5,J129,J131

In this example, the dates indicated are May 09 and May 11,1993, respectively. (Use
the date +%j command to get the Julian date number.)

In another example, if the time changes were to occur at 2 a.m. CST and 19:30 CDT,
respectively, the variables would be stated as follows:

TZ=CST6CDT5,J129,J131/19:30

In nonleap years, the fallback time change would be from 19:30 CDT to 18:30 CST
on May 11 (1993).

For the leap year (M) syntax, the spring ahead date would be 2 May and the fallback
date is 9 May. The variables are stated as follows:

TZ=CST6CDT5,M5.1.0,M5.2.0

The system defines the following time zones and time zone names:

Note: Coordinated Universal Time (CUT) is the international time standard.

Table 2. Time Zones Defined on the System

Name Time Zone CUT Offset
CUTOGDT Coordinated Universal Time CUT
GMTOBST United Kingdom CuT
WETOWEST Western Europe CuT
AZOREST1AZOREDT Azores, Cape Verde CUT -1
FALKST2FALKDT Falkland Islands CUT -2
GRNLNDST3GRNLNDDT Greenland, East Brazil CUT -3
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Table 2. Time Zones Defined on the System (continued)

Name Time Zone CUT Offset
AST4ADT Central Brazil CUT -4
EST5EDT Eastern United States, Colombia CUT -5
CSTeCDT Central United States, Honduras CUT -6
MST7MDT Mountain United States CUT -7
PST8PDT Pacific United States, Yukon CUT -8
AST9ADT Alaska CUT -9
HST10HDT Hawaii, Aleutian Islands CUT -10
BST11BDT Bering Strait CUT -11
NZST-12NzZDT New Zealand CUT +12
MET-11METDT Solomon Islands CUT +11
EET-10EETDT Eastern Australia CUT +10
JST-9JSTDT Japan CUT +9
KORST-9KORDT Korea CUT +9
WAUST-8WAUDT Western Australia CUT +8
TAIST-8TAIDT Taiwan CUT +8
THAIST-7THAIDT Thailand CUT +7
TASHST-6TASHDT Central Asia CUT +6
PAKST-5PAKDT Pakistan CUT +5
WST-4WDT Gorki, Central Asia, Oman CUT +4
MEST-3MEDT Turkey CUT +3
SAUST-3SAUDT Saudi Arabia CUT +3
EET-2EEST Eastern Europe CUT +2
USAST-2USADT South Africa CUT +2
CET-1CEST Central Europe CUT +1
Files
Specifies variables to be added to the environment by the shell.
letc/environment Specifies the basic environment for all processes.
$HOME/.profile Specifies the environment for specific user needs.
Specifies user IDs.

Related Information
The @ command, command, @l command, command, command, @ command.

The subroutine, subroutine.

errors File for BNU

Purpose
Contains a record of uucico daemon errors.
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Description

The /var/spool/uucp/.Admin/errors file contains a record of uucico daemon errors that the Basic
Networking Utilities (BNU) program cannot correct. For example, if the [uucico] daemon is unable to access
a directory that is needed for a file transfer, the BNU program records this in the errors file.

If debugging is enabled for the uucico daemon, the BNU program sends the error messages to standard
output instead of to the errors file.

Examples
The text of an error which might appear in the errors file is:

ASSERT ERROR (uucico) pid: 303 (7/18-8:25:09) SYSTAT OPEN FAIL /v
ar/spool/uucp/.Status/ (21) [SCCSID: @(#)systat.c 7.2 87/07/08
16:43:37, FILE: systat.c, LINE:100]

This error occurred on July 18 at 8:25:09 a.m. [(7/18-8:25:09)] when the uucico daemon, running as
process 303 [(uucico) pid: 303], could not open the /var/spool/uucp/.Status directory [SYSTAT OPEN FAIL
/var/spool/uucp/.Status/]. To prevent this error from occurring again, you should make sure the
permissions for the .Status directory are correct. It should be owned by the uucp login ID and group
uucp, with permissions of 777 (read, write, and execute for owner, group, and all others).

Files

lvar/spoolluucp directory Contains the errors file and other BNU
administrative files.

Ivar/spool/uucp/Status| SystemName Lists the last time a remote system was contacted
and the minimum time until the next retry.

Ivar/spool/uucp/.Admin/errors Specifies the path of the errors file.

Related Information
The luudemon.cleanu| command.

The [uucico] daemon.

[BNU File and Directory Structure| and [BNU maintenancel|in Networks and communication management.

ethers File for NIS

Purpose
Contains the Ethernet addresses of hosts on the Internet network.

Description

The /etc/ethers file contains information regarding the known (48-bit) Ethernet addresses of hosts on the
Internet. The file contains an entry for each host. Each entry consists of the following information:

¢ Ethernet address
« Official host name

Items are separated by any number of blanks or tab characters. A # (pound sign) indicates the beginning
of a comment that extends to the end of the line.

The standard form for Ethernet addresses is x:x:x:x:x:x: where x is a hexadecimal number between 0
and ff, representing one byte. The address bytes are always in network order. Host names may contain
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any printable character other than a space, tab, new line, or comment character. It is intended that host

names in the /etc/ethers file correspond to the host names in the /etc/hosts file.

This file is part of NFS in Network Support Facilities.

Files
letc/ethers Specifies the path of the ethers file.
letc/hosts Contains Internet addresses.

Related Information
The file.

NFS Services|in Networks and communication management.

[Network Information Service Overview|in Networks and communication management.

events File

Purpose
Contains information about system audit events.

Description

The /etc/security/audit/events file is an ASCII stanza file that contains information about audit events.
The file contains just one stanza, auditpr, which lists all the audit events in the system. The stanza also
contains formatting information that the auditpr command needs to write an audit tail for each event.

Each attribute in the stanza is the name of an audit event, with the following format:
AuditEvent = FormatCommand

The format command can have the following parameters:

Parameter Description
(empty) The event has no tail.
printf Format The tail is formatted according to the string supplied for the Format

parameter. The %x symbols within the string indicate places for the audit trail

to supply data.

Program -i n Arg ... The tail is formatted by the program specified by the Program parameter. The
-i n parameter is passed to the program as its first parameter, indicating that
the output is to be indented by n spaces. Other formatting information can be
specified with the Arg parameter. The audit event name is passed as the last

parameter. The tail is written to the standard input of the program.

Audit Event Formatting Information

Format Description

%A Formatted output is similar to the aclget command.
%C Format a single byte as a character.

%D Formatted as a device major and minor number.
%d Formatted as a 32-bit signed decimal integer
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Format Description

%G Formatted as a comma-separated list of group names or numerical identifiers.

Yol Formatted as a text string which describes the identity associated with an Internet socket and the
socket itself.

%ld Formatted as a 64-bit signed decimal integer

%lo Formatted as a 64-bit octal value.

Yolx %Ix Formatted as a 64-bit hexadecimal value.

%olX Formatted as a 64-bit hexadecimal value with uppercase letters.

%0 Formatted as 32-bit octal integer.

%P Formatted output is similar to the pclget command.

%S Formatted as a text string which describes an Internet socket.

%S Formatted as a text string.

%T Formatted as a text string giving include date and time with 6 significant digits for the seconds DD
Mmm YYYY HH:MM:SS:mmmuuu).

YU Formatted as a 32-bit unsigned integer.

YoX Formatted as a 32-bit hexadecimal integer.

%X Formatted as a 32-bit hexadecimal integer with upper case letters.

%% A single '%’ character.

Security

Access Control: This file should grant read (r) access to the root user and members of the audit group,
and grant write (w) access only to the root user.

Examples

To format the tail of an audit record for new audit events, such as FILE_Open and PROC_Create, add format
specifications like the following to the auditpr stanza in the /etc/security/audit/events file:
auditpr:

FILE Open = printf "flags: %d mode: %o \

fd: %d filename: %s"

PROC_Create = printf "forked child process %d"

Files

letc/security/audit/events Specifies the path to the file.
etc/security/auditlconfigjs_| Contains audit system configuration information.
etc/security/audit/object Contains information about audited objects.
etc/security/audit/bincmds| Contains auditbin backend commands.
etc/security/audit/streamcmds| Contains auditstream commands.

Related Information
The command, command.

[Setting Up Auditing|in Operating system and device management.

IAuditing overview|and [Security Administration|in Operating system and device management.
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Execute (X.*) Files for BNU

Purpose
Contains instructions for running commands that require the resources of a remote system.

Description

The execute (X.*) files of the Basic Networking Utilities (BNU) contain instructions for running commands
that require the resources of a remote system. They are created by the uux command.

The full path name of a uux command execute file is a form of the following:
Ivar/spool/uucp/SystemName/X.RemoteSystemNxxxx

where the SystemName directory is named for the local computer and the RemoteSystem directory is
named for the remote system. The N character represents the grade of the work, and the xxxx notation is
the four-digit hexadecimal transfer-sequence number; for example, X.zeusN2121.

Note: The grade of the work specifies when the file is to be transmitted during a particular connection.
The grade notation is a single number (0-9) or letter (A-Z, a-z). Lower sequence characters cause
the file to be transmitted earlier in the connection than do higher sequence characters. The number
0 is the highest grade, signifying the earliest transmittal; z is the lowest grade, specifying the latest
transmittal. The default grade is N.

Standard Entries in an Execute File
An execute file consists of several lines, each with an identification character and one or more entries:

User Line:
Identification Character Description
U UserName SystemName Specifies the login name of the user issuing the@ command and the

name of the system that issued the command.

Error Status Line:

Identification

Character Description

NorZ Indicates the error status.

N Indicates that a failure message is not sent to the user issuing the uux command if the specified
command does not execute successfully on the remote system.

Y4 Indicates that a failure message is sent to the user issuing the uux command if the specified

command does not execute successfully on the remote system.

Requester Name:

Identification
Character Description
R UserName Specifies the login ID of the user requesting the remote command execution.
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Required File Line:

Identification

Character Description

F FileName Contains the names of the files required to execute the specified command on the remote
system. The FileName parameter can be either the complete path name of the file, including
the unique transmission name assigned by the BNU program, or simply the transmission name
without any path information.

The required file line can contain zero or more file names. The [uuxqf] daemon checks for the
existence of all listed files before running the specified command.

Standard Input Line:

Identification

Character Description

| FileName Specifies the standard input to be used.

The standard input is either specified by a < (less than) symbol in the command string or
inherited from the standard input of the uux command if that command was issued with the -
(minus sign) flag.

If standard input is specified, the input source is also listed in an F (Required File) line. If
standard input is not specified, the BNU program uses the /dev/null device file.

Standard Output Line:

Identification Character Description

O FileName SystemName Specifies the names of the file and system that are to receive standard
output from the command execution. Standard output is specified by a >
(greater than) symbol within the command string. (The >> sequence is not
valid in uux commands.) As is the case with standard input, if standard
output is not specified, the BNU program uses the /dev/null device file.

Command Line:

Identification Character Description

C CommandString Gives the command string that the user requests to be run on the specified system.
The BNU program checks the |letc/uucp/Permissionslfile on the designated
computer to see whether the login ID can run the command on that system.

All required files go to the execute file directory, usually /varlspool/uucp.
After execution, the standard output is sent to the requested location.

Examples
1. User amy on local system zeus issued the following command:
uux - "diff /home/amy/out hera!/home/amy/out2 > ~/DF"

The command in this example invokes the uux command to run a command on the local system,
comparing the /home/amy/out file with the /home/amy/out?2 file, which is stored on remote system hera.
The output of the comparison is placed in the DF file in the public directory on the local system.

The preceding command produces the /var/spool/uucp/hera/X.zeusN212F execute file, which contains
the following information:

The user line identifies the user amy on the system zeus. The error-status line indicates that amy will
receive a failure status message if the diff command fails to execute. The requestor is amy, and the file
required to execute the command is the following data file:

82 AIX Version 6.1 Files Reference



amy zeus
return status on failure

return address for status or input return
amy

/var/spool/uucp/hera/D.herale954fd out2
~/DF zeus

diff /home/amy/out out2
/var/spool/uucp/hera/D.herale954fd out2

The output of the command is to be written to the public directory on the system zeus with the file
name DF. (The "~ (tilde) is the shorthand way of specifying the public directory.) The final line is the
command string that the user amy entered with the uux command.

2. The following is another example of an execute file:

OO T H=NH*=C

uucp hera
don't return status on failure

uucp
D.herabeb7f7b
D.herabeb7f7b

U
#
N
# return address for status or input return
R
F
I
C rmail amy

This indicates that user uucp on system hera is sending mail to user amy, who is also working on
system hera.

Files

Vetc/uucp/Permissions| Describes access permissions for remote
systems.

Vetc/uucp/Systems| Describes accessible remote systems.

Ivar/spool/uucp|SystemName]| directory Contains BNU command, data, and execute
files.

/var/spool/uucp/SystemName Contains instructions for transfers.

Ivar/spool/uucpfXgtdir] directory Contains lists of commands that remote
systems are permitted to execute.

Vvar/spool/uucppublic/*{ directory Contains transferred files.

Related Information
The command, [uux| command.

The [uuxqt] daemon.

[BNU File and Directory Structurel, BNU Daemons, and[BNU maintenance commands|in Networks and
communication management.

exports File for NFS

Purpose
Contains a list of directories that can be exported to Network File System (NFS) clients.

Description

The /etc/exports file contains an entry for each directory that can be exported to NFS clients. This file is
read automatically by the exportfs command. If you change this file, you must run the exportfs command
before the changes can affect the way the daemon operates.

Chapter 1. System Files 83



Only when this file is present during system startup does the re.nfs script execute the exportfs command
and start the nfsd and mountd daemons.

Restriction: You cannot export either a parent directory or a subdirectory of an exported directory within
the same file system.

If there are two entries for the same directory with different NFS versions 2 (or 3) and NFS versions 4 in
the /etc/exports file, the exportfs command exports both of the two entries.

If the options for NFS versions 2 (or 3) and 4 are the same for a directory, there can be one entry in the
letc/exports file specifying -vers=3:4.

Entries in the file are formatted as follows:
Directory-Option [ , Option] ...

These entries are defined as follows:

Entry Definition
Directory Specifies the directory name.
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Entry
Option

Definition

Specifies the optional characteristics for the directory being exported. You can enter more
than one variable by separating them with commas. For options taking a Client parameter,
Client can specify a hostname, a dotted IP address, a network name, or a subnet
designator. A subnet designator is of the form @ host/mask, where host is either a hosthame
or a dotted IP address and mask specifies the number of bits to use when checking access.
If mask is not specified, a full mask is used. For example, the designator
@client.group.company.com/16 will match all Clients on the company.com subnet. A
designator of @client.group.company.com/24 will match only the Clients on the
group.company.com subnet. Choose from the following options:

ro Exports the directory with read-only permission. If not specified, the directory is
exported with read-write permission.

ro=Client[: Clienf]
Exports the directory with read-only permission to the specified Clients. Exports the
directory with read-write permissions to Clients not specified in the list. A read-only
list cannot be specified if a read-write list has been specified.

w Exports the directory with read-write permission to all Clients.

rw = Client [: Client]
Exports the directory with read-write permission to the specified Clients. Exports
the directory read-only to Clients not in the list. A read-write list cannot be specified
if a read-only list has been specified.

access = Client[:Client,...]
Gives mount access to each Client listed. If not specified, any Client is allowed to
mount the specified directory.

anon= UID
If a request comes from a root user, use the user identification (UID) value as the
effective user ID.

The default value for this option is -2. Setting the value of the anon option to -1
disables anonymous access. Note that, by default, secure NFS accepts nonsecure
requests as anonymous, and users who want more security can disable this
feature by setting anon to a value of -1.

root=Clienf[: Clienf]
Allows root access from the specified clients in the list. Putting a host in the root
list does not override the semantics of the other options. For example, this option
denies the mount access from a host present in the root list but absent in the
access list.

secure Requires clients to use a more secure protocol when accessing the directory.

A # (pound sign) anywhere in the file indicates a comment that extends to the end
of the line.

deleg={yesino}
Enable or disable file delegation for the specified export. This option overrides the
system-wide delegation enablement for this export. The system-wide enablement is
done through the nfso command.

vers=version[:version]
Exports the directory for clients using the specified nfs protocol versions. Allowable
values are 2, 3, and 4. Versions 2 and 3 cannot be enforced separately. Specifying
version 2 or 3 allows access by clients using either nfs protocol versions 2 or 3.
Version 4 can be specified independently and must be specified to allow access by
clients using version 4 protocol. The default is 2 and 3.

exname=external-name
Exports the directory by the specified external name. The external name must
begin with the nfsroot name. See below for a description of the nfsroot and
nfspublic paths. This applies only to directories exported for access by version 4
protocol only.
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Entry Definition

Option (continued)

sec=flavor:flavor...]

This option is used to specify a list of security methods that may be used to
access files under the exported directory. Most exportfs options can be clustered
using the sec option. Options following a sec option are presumed to belong with
the preceding sec option. Any number of sec stanzas may be specified, but each
security method can be specified only once. Within each sec stanza the ro, rw,
root, and access options may be specified once. Only the public, anon and vers
options are considered global for the export. If the sec option is used to specify
any security method, it must be used to specify all security methods. In the
absence of any sec option, unix authentication is assumed.

Allowable flavor values are:

sys Unix authentication.

dh DES authentication.

krb5 Kerberos. Authentication only.

krb5i  Kerberos. Authentication and integrity.

krb5p Kerberos. Authentication, integrity, and privacy.

none Allow mount requests to proceed with anonymous credentials if the mount
request uses an authentication flavor not specified in the export.
Otherwise a weak auth error is returned. By default, all flavors are
allowed.

The secure option may be specified, but not in conjunction with a sec option. The
secure option is deprecated and may be eliminated. Use sec=dh instead.

refer=rootpath@ host [+hosf][:rootpath@ host [+hosf]]
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A namespace referral is created at the specified path. This referral directs clients to
the specified alternate locations where the clients can continue operations. A
referral is a special object. If a non-referral object exists at the specified path, the
export is not allowed and an error message is printed. If nothing exists at the
specified path, a referral object is created there; this referral object includes the
pathname directories that lead to the object. Multiple referrals can be created
within a filesystem. A referral cannot be specified for nfsroot. The name localhost
cannot be used as a hostname.

Unexporting the referral object has the effect of removing the referral locations
information from the referral object. Unexporting the referral object does not
remove the referral object itself. The object can be removed using rm if desired.
The administrator must ensure that appropriate data is available at the referral
servers.

This option is available only on AIX version 5.3.0.30 or later, and is allowed only
for version 4 exports. If the export specification allows version 2 or version 3
access, an error message will be printed and the export will be disallowed.
Note: A referral export can only be made if replication is enabled on the server.
Use chnfs -R on to enable replication.



Entry Definition

Option (continued)

noauto

replicas=rootpath@ host [+hosf][:rootpath@ host [+hosf]]

Replica location information is associated with the export path. The replica
information can be used by NFS version 4 clients to redirect operations to the
specified alternate locations if the current server becomes unavailable. You should
ensure that appropriate data is available at the replica servers. Since replica
information applies to an entire filesystem, the specified path must be the root of a
filesystem. If the path is not a filesystem root, the export is not allowed and an
error message is printed. The name localhost cannot be used as a hostname.

If the directory being exported is not in the replica list, the entry
ExportedDirectory@ CurrentHost is added as the first replica location. A replica
export can only be made if replication is enabled on the server. By default,
replication is not enabled. If replica exports are made at system boot, replication
should be enabled using chnfs -R on. Replica locations can also be specified for
the nfsroot. The chnfs command must be used for this purpose. In this case, the
command is chnfs -R host [ + host]. If the current host is not specified in the list,
it will be added as the first replica host. The rootpath is not needed or allowed in
this case. The reason is that the nfsroot is replicated only to the nfsroots of the
specified hosts. The replication mode can only be changed if there are no active
NFS version 4 exports. If the server’s replication mode is changed, any filehandles
issued by the server during the previous replication mode will not be honored by
the server. This can cause application errors on clients with old filehandles. Care
must be taken when changing the replication mode of the server. If possible, all
client mounts to the server should be unmounted before the server’s replication
mode is changed. The replica location information associated with the directory
can be changed by modifying the replica list and reexporting the directory. The
new replica information will replace the old replica information.

NFS clients are expected to refresh replica information on a regular basis. If the
server changes the replica information for an export, it may take some time for the
client to refresh its replica information. This is not a serious problem if new replica
locations are added, since clients with old replica information will still have correct,
though possibly incomplete, replica information. Removing replica information can
be problematic since it can result in clients having incorrect replica information for
some period of time. To aid clients in detecting the new information, exportfs
attempts to touch the replicated directory. This will change the timestamps on the
directory, which in turn causes the client to refetch the directory’s attributes. This
operation may not be possible, however, if the replicated filesystem is read-only.
When changing replica information for a directory, you should be aware that there
may be a period of time between the changing of the replica information and
clients getting the new replica information.

This option is available only on AIX version 5.3.0.30 or later, and is meaningful
only for version 4 exports. If the option is used on an export that allows version 2
or version 3 access, the operation is allowed, but the replica information is ignored
by the version 2 and version 3 servers.

Accepts the replicas specification as-is. Does not automatically insert the primary
hostname as one of the replica locations if it has not been specified.

nfsroot and nfspublic

In order to allow the NFS server administrator to hide some detail of the local file system from clients, the
nfsroot and nfspublic attributes were added to the NFS version 4 implementation. The nfsroot and
nfspublic may be specified independently, but nfspublic must be a subdirectory of nfsroot. When the
nfsroot is set, a local directory can be exported so that it appears to the client to be a subdirectory of the
nfsroot. Restrictions must be placed on the exported directories in order to avoid problems:

e The nfsroot must not be "/".

» Either all version 4 exports much specify an external name, or none specify an external.
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The external name must start with the nfsroot name. For example, if the nfsroot has been set to
lexport/server, the directory /export/server/abc may be used as an external name, but the directory
labc may not be. In this example, the /tmp directory may be exported as /export/server/tmp, but not
as Ixyz.

If a directory is exported with an external name, any descendant of that directory which is also exported
must maintain the same path between the two directories. For example, if /a is exported as
lexport/dira, the directory /a/b/c/d can only be exported as /export/dira/b/c/d.

If a directory is exported with an external name, any parent of that directory which is also exported must
maintain the same path between the two directories. For example, if /a/b is exported as /export/a/b, the
directory /a can only be exported as /export/a. This restriction also says that is /a/b is exported as
lexport/b, the directory /a can not be exported since it does not exist in the path from the root node to
export pathname of /b.

The exportfs command will only allow the exname option when the -vers=4 options is also present.

Administration of nfsroot, nfspublic, and replication is performed using the chnfs command.

Examples
1.

etc/netgroup

To export to netgroup clients, enter:

/usr -access=clients

To export to the world, enter:

/usr/Tocal

To export to only these systems, enter:

/usr2 -access=hermes:zip:tutorial

To give root access only to these systems, enter:

/usr/tps -root=hermes:zip

To convert client root users to guest UID=100, enter:

/usr/new -anon=100

To export read-only to everyone, enter:

/usr/bin -ro

To allow several options on one line, enter:

/usr/stuff -access=zip,anon=-3,ro

To create a referral at /usr/info to the /usr/info directory on the host infoserver, add the following line
to /etc/exports and then export /ust/info:

/usr/info -vers=4,refer=/usr/info@infoserver

To specify replicas for the directory /common/info at hosts backup1 and backup2, add the following
line to /etc/exports and then export /common/info:

/common/info -vers=4,replicas=/common/info@backupl:/common/info@backup2,<other options>

Lists currently exported directories.
Contains an entry for each host on the network.
Contains information about each user group on the network.

Related Information
The [chnfs| and |exportfs| commands.

The@ daemon.

[List of NFS files|
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NFS Services|in Networks and communication management.

fig File

Purpose
Contains a list of F file names.

Description

The .fig file is one of several intermediate files produced for each document by InfoCrafter. The .fig file is
an ASCII file that contains a list of F file names created for the document. F files are files containing
artwork.

Files

fig Contains a list of F file names.

Related Information

The [srf|file.

filesystems File

Purpose
Centralizes file system characteristics.

Description

A file system is a complete directory structure, including a root ( /') directory and any directories and files
beneath it. A file system is confined to a logical volume. All of the information about the file system is
centralized in the /etc/filesystems file. Most of the file system maintenance commands take their defaults
from this file. The file is organized into stanza names that are file system names and contents that are
attribute-value pairs specifying characteristics of the file system.

The filesystems file serves two purposes:

» |t documents the layout characteristics of the file systems.

|t frees the person who sets up the file system from having to enter and remember items such as the
device where the file system resides, because this information is defined in the file.

Requirements:

1. Name and value pairs must have some form of indentation. For example, a space or a tab.

2. Blank spaces and comma characters are not allowed in the file system mount point. Commas are used
only as delimiters for multiple values to a name.

3. Do not place text before or after quotation marks. For example, dev=abc"/dev/fd0"def is not allowed
and will result in undefined behavior.

File System Attributes
Each stanza names the directory where the file system is normally mounted. The file system attributes
specify all the parameters of the file system. The attributes currently used are:

Attribute Description
account Used by the command to determine the file systems to be processed by the accounting
system. This value can be either the True or False value.
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Attribute
boot

check

dev

free

mount

nodename

options
size
type
vfs

vol

log

Examples

Description

Used by the @lcommand to initialize the boot block of a new file system. This specifies the name
of the load module to be placed into the first block of the file system.

Used by the @lcommand to determine the default file systems to be checked. The True value
enables checking while the False value disables checking. If a number, rather than the True value is
specified, the file system is checked in the specified pass of checking. Multiple pass checking,
described in the fsck command, permits file systems on different drives to be checked in parallel.
Identifies, for local mounts, either the block special file where the file system resides or the file or
directory to be mounted. System management utilities use this attribute to map file system names to
the corresponding device names. For remote mounts, it identifies the file or directory to be mounted.
This value can be either true or false.

Obsolete and ignored.

Used by the [mount] command to determine whether this file system should be mounted by default.
The possible values of the mount attribute are:

automatic
Automatically mounts a file system when the system is started. Unlike the true value,
filesystems which are mounted with the automatic value are not mounted with the mount
all command or unmounted with the unmount all command. By default, the '/, "lusr’, ’Ivar’,
and ’/tmp’ filesystems use the automatic value.

false  This file system is not mounted by default.

true This file system is mounted by the mount all command. It is unmounted by the unmount
all command. The mount all command is issued during system initialization to mount
automatically all such file systems.

Used by the mount command to determine which node contains the remote file system. If this

attribute is not present, the mount is a local mount. The value of the hodename attribute should be a

valid node nickname. This value can be overridden with the command.

Comma-separated list of keywords that have meaning specific to a file system type. The options are

passed to the file system at mount time.

Used by the mkfs command for reference and to build the file system. The value is the number of

512-byte blocks in the file system.

Used to group related mounts. When the String command is issued, all of the currently

unmounted file systems with a type attribute equal to the String parameter are mounted.

Specifies the type of mount. For example, vfs=nfs specifies the virtual file system being mounted is

an NFS file system.

Used by the mkfs command when initializing the label on a new file system. The value is a volume

or pack label using a maximum of 6 characters.

The LVName must be the full path name of the filesystem logging logical volume name to which log

data is written as this file system is modified. This is only valid for journaled file systems.

The following is an example of a typical /etc/filesystems file:

Note: Modifying this file can cause several effects to file systems.

*

* File system information

*

default:
vol
mount
check

dev
vol
mount
check
log

IIOSII
false
false

/dev/hd4
n rootll
automatic
true
/dev/hd8
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/home:

dev = /dev/hdl

Vo'l = Ilull

mount = true

check = true

log = /dev/hd8
/home/joe/1:

dev = /home/joe/1

nodename = vance

vfs = nfs
/usr:

dev = /dev/hd2

vol = "usr"

mount = true

check = true

log = /dev/hd8
/tmp:

dev = /dev/hd3

vol = "tmp"

mount = true

check = true

log = dev/hd8

Note: The asterisk (*) is the comment character used in the /etc/filesystems file.

Files
letc/filesystems Lists the known file systems and defines their characteristics.
letc/vfs Contains descriptions of virtual file system types.

Related Information

The [backup| command, [df| command, [dodisk command, [fsc command, [mkfs| command,
command, [restore| command, umount command.

The file.

[Directorieg and |Logical volume storage| in Operating system and device management.

Foreign File for BNU

Purpose
Logs contact attempts from unknown systems.

Description

The /var/spool/uucp/.Admin/Foreign file lists access attempts by unknown systems. The
/usr/sbin/uucp,{remote.unknown| shell script appends an entry to the Foreign file each time a remote
computer that is not listed in the local |Ietc/uucp/Systems| file attempts to communicate with that local
system.

Someone with root user authority can customize entries in the Foreign file to fit the needs of a specific
site by modifying the remote.unknown shell script.
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Examples
This is a sample entry in the Foreign file:
Wed Sep 20 20:38:22 CDT 1989: call from the system merlin

System merlin, which is not listed in the /etc/uucp/Systems file, attempted to log in September 20 at
20:38 hours (10:38 p.m.). BNU did not allow the unknown system to log in.

Files

Ivar/spool/uucp/.Admin/Foreign Specifies the path of the Foreign file.

etc/uucp/Permissions| Describes access permissions for remote systems.

etc/uucp/Systems| Describes accessible remote systems.

usr/sbin/uucp/remote.unknown| Records contacts from unknown systems in the
Foreign file.

lvar/spool/uucp directory Contains BNU administrative files.

Related Information
The @ command, juudemon.cleanu| command, @ command.

The daemon, daemon, @ daemon.

[BNU File and Directory Structure| and [BNU maintenance|in Networks and communication management.

forward File

Purpose
Automatically forwards mail as it is received.

Description

When mail is sent to a local user, the sendmail command checks for the $HOME/.forward file. The
$HOME!/.forward file can contain one or more addresses or aliases. If the file exists, the message is not
sent to the user. The message is sent to the addresses or aliases in the .forward file. For example, if user
mickey’s .forward file on host disney contains:

donald@wonderful.world.disney
pluto

Copies of messages sent to mickey are forwarded to user donald on host wonderful.world.disney, and to

pluto on the local system.

Notes:

1. The addresses listed in the .forward file can be a comma-separated list of addresses; for example:
donald@wonderful.world.disney, pluto

2. Addresses can specify programs. The following example forwards a message to the
command:

mickey, "|/usr/bin/vacation mickey"
This example sends a message to user mickey and to the vacation program.
3. This file must be created by the user in the $HOME directory.

To stop forwarding mail, use the rm command to remove the .forward file from your home directory:
rm . forward
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The .forward file is deleted. Incoming mail is delivered to the user’s system mailbox.

Files

$HOME/.forward Specifies the path of the file.

Related Information
The command, command.

Aliases and distribution lists| [Forwarding mail| [Sending a vacation message notice}, [Mail program|
customization options|in Networks and communication management.

ftpaccess.ctl File

Purpose
Specifies FTP host access parameters.

Description

The /etc/ftpaccess.ctl file is searched for lines that start with allow:, deny:, readonly:, writeonly:,
readwrite:, useronly:, grouponly:, herald: and/or motd:. Other lines are ignored. If the file doesn’t exist,
then ftp access is allowed for all hosts. The allow: and deny: lines are for restricting host access. The
readonly:, writeonly: and readwrite: lines are for restricting ftp reads (get) and writes (put). The
useronly: and grouponly: lines are for defining anonymous users. The herald: and motd: lines are for
multiline messages before and after login.

Syntax
The syntax for all lines in /etc/ftpaccess.ctl are in the form:
keyword: value, value, ...

where one can specify one or more values for every keyword. One can have multiple lines with the same
keyword. The lines in /etc/ftpaccess.ctl are limited to 1024 characters and anything greater than 1024
characters will be ignored. The syntax for the allow: and deny: lines are:

allow: host, host, ... dent: host, host, ...

If an allow: line is specified, than only the hosts listed in all the allow: lines are allowed ftp access. All
other hosts will be refused ftp access. If there are no allow: line(s), then all hosts will be given ftp access
except those hosts specified in the deny: line(s). The host can be specified as either a hostname or IP
address.

The syntax for the readonly:, writeonly: and readwrite: lines are:

readonly: dirname, dirname, ... writeonly: dirname, dirname, ... readwrite: dirname, dirname, ...

The readonly: lines list the readonly directories and the writeonly: lines list the writeonly directories. If
one wants read access in a writeonly directory or if one wants write access in a readonly directory, then
access is denied. All other directories are granted access except when a readwrite: line(s) is specified. If
a readwrite: line(s) is specified, only directories listed in the readwrite: line and/or listed in the readonly:
line are granted access for reading, and only directories listed in the readwrite: line and/or listed in the
writeonly: line are granted access for writing. Also, these lines can have a value of ALL or NONE.

The syntax for the useronly: and grouponly: lines are:

useronly: username, username, ... grouponly: groupname, groupname, ...
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The username is from /etc/passwd and the groupname is from /etc/group. The useronly: line defines an
anonymous user. The grouponly: line defines a group of anonymous users. These anonymous users are
similar to the user anonymous in that ftp activity is restricted to their home directories.

The syntax for the herald: and motd: lines are:
herald: path motd: on|off

The path is the full path name of the file that contains the multiline herald that will be displayed before
login. When the motd: line has a value of ON, then the $SHOME/motd file contains the multiline message
that will displayed after login. If the user is a defined anonymous user, then the /etc/motd file contains the
multiline message that will displayed after login. (Note that /etc/motd is in the anonymous user’s chroot’ed
home directory). The default for the motd: line is OFF.

/etc/group File

Purpose
Contains basic group attributes.

Description

The /etc/group file contains basic group attributes. This is an ASCII file that contains records for system
groups. Each record appears on a single line and is the following format:

Name: Password:ID:User1,User2,...,Usern

You must separate each attribute with a colon. Records are separated by new-line characters. The
attributes in a record have the following values:

Attribute Description

Name Specifies a group name that is unique on the system. See the
command for information on the restrictions for naming groups.

Password Not used. Group administrators are provided instead of group passwords.
See the /etc/security/group file for more information.

ID Specifies the group ID. The value is a unique decimal integer string.

Usert,User2,...,Usern
Identifies a list of one or more users. Separate group member names with
commas. Each user must already be defined in the local database
configuration files.

Do not use a : (colon) in any of the attribute fields. For an example of a record, see the "[Examples’
section . Additional attributes are defined in the /etc/security/group file.

Note: Certain system-defined group and user names are required for proper installation and update of the
system software. Exercise care before replacing the /etc/group file to ensure that no
system-supplied groups or users are removed.

You should access the /etc/group file through the system commands and subroutines defined for this
purpose. You can use the following commands to manage groups:

* chgroup
* chgrpmem
» chuser

* Isgroup

* mkgroup
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* mkuser
* rmgroup

To change the Name parameter, you first use the mkgroup command to add a new entry. Then, you use
the rmgroup command to remove the old group. To display all the attributes in the file, use the Isgroup
command.

You can use the chgroup, chgrpmem, or chuser command to change all user and group attributes. The
mkuser command adds a user whose primary group is defined in the /usr/lib/security/mkuser.default file
and the rmuser command removes a user. Although you can change the group ID with the chgroup
command, this is not recommended.

Security

Access Control: This file should grant read (r) access to all users and grant write (w) access only to the
root user and members of the security group.

Examples
A typical record looks like the following example for the staff group:
staff:!:1:shadow,cjf

In this example, the GroupID parameter is 1 and the users are defined to be shadow and cjf.

Files

letc/group Contains basic group attributes.
etc/securitﬁ/groupl Contains the extended attributes of groups.
etc/passwd Contains the basic attributes of users.
etc/security/passwd| Contains password information.
etc/security/user| Contains the extended attributes of users.
etc/security/environ| Contains the environment attributes of users.
etc/security/limits)| Contains the process resource limits of users.
fetc/security/audit/config| Contains audit system configuration information.

Related Information

The nd, chgrpmem] command, command, command,
setgroups

command, [setgroups| command, |setsenv| command.

The [enduserdb] subroutine, [getgroupattr] subroutine, [Dtogroup| subroutine, [nextgroup| subroutine,
lputgroupattr| subroutine, |setuserdb| subroutine.

[File and system security| in Operating system and device management.

/etc/security/group File

Purpose
Contains extended group attributes.

Description

The /etc/security/group file contains extended group attributes. This is an ASCII file that contains a
stanza for each system group. Each stanza is identified by a group name from the /etc/group file followed

Chapter 1. System Files 95



by a : (colon) and contains attributes in the form Attribute=Value. Each attribute pair ends with a new-line
character as does each stanza. The file supports a default stanza. If an attribute is not defined for a group,
the default value for the attribute is used.

A stanza can contain one or more of the following attributes:

Attribute

adms

admin

dce_export

efs_initialks_mode

efs_keystore_access

efs_keystore_algo

Description

Defines the group administrators. Administrators are users who can perform administrative
tasks for the group, such as setting the members and administrators of the group. This
attribute is ignored if admin = true, since only the root user can alter a group defined as
administrative. The value is a list of comma-separated user login-names. The default value
is an empty string.

Defines the administrative status of the group. Possible values are:

true Defines the group as administrative. Only the root user can change the attributes
of groups defined as administrative.

false Defines a standard group. The attributes of these groups can be changed by the
root user or a member of the security group. This is the default value.

Allows the DCE registry to overwrite the local group information with the DCE group

information during a DCE export operation. Possible values are:

true Local group information will be overwritten.

false  Local group information will not be overwritten.
Defines the initial mode of the group keystore. You can specify the following values:

guard When a group keystore is in root guard mode, the keys contained in this keystore
can be retrieved only with the correct access key of this keystore.

admin When a keystore is in root admin mode, the keys contained in this keystore can
be retrieved with the EFS (Encrypted File System) admin key.

Notes:
« This attribute is valid only if the system is EFS-enabled.

» This attribute defines the initial mode of the keystore. Changing this value using the
chuser command, the chgroup command, or the chsec command, or with manual
editing, does not change the mode of the keystore. This attribute is used only when the

keystore is created and is not used again until the keystore is deleted and a new one is
created. To change the keystore mode, use the [efskeymgr|command.

Defines the group keystore location. You can specify the following values:

none There is no keystore.

file Keystore is stored in the /var/efs/groups/ directory.

Note: This attribute is valid only if the system is EFS-enabled.

Defines the algorithm that is used to generate the group private key. You can specify the
following values:

 RSA_1024

* RSA_2048

+ RSA_4096

Notes:
» This attribute is valid only if the system is EFS-enabled.

» Changing the value of this attribute using the chuser command, the chgroup
command, or the chsec command, or with manual editing, does not regenerate the
private key. This attribute is used only when the keystore is created and is not used
again until the keystore is deleted and a new one is created. To change the algorithm
for the keys, use thecommand.
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Attribute Description

projects Defines the list of projects that the user’s processes can be assigned to. The value is a list
of comma-separated project names and is evaluated from left to right. The project name
should be a valid project name as defined in the system. If an invalid project name is
found in the list, it will be reported as an error by the group commands.

For a typical stanza, see the '[Examples| section:

You should access the /etc/security/group file through the system commands and subroutines defined for
this purpose. You can use the following commands to manage groups:

* mkgroup
* chgroup
* chgrpmem
* Isgroup

* rmgroup

The mkgroup command adds new groups to the /ete/group file and the /etc/security/group file. Use this
command to create an administrative group. You can also use the mkgroup to set the group administrator.

Use the chgroup command to change all the attributes. If you are an administrator of a standard group,
you can change the adms attribute for that group with the chgrpmem command.

The Isgroup command displays both the adms and the admin attributes. The rmgroup command
removes the entry from both the /etc/group file and the /etc/security/group file.

To write programs that affect attributes in the /etc/security/group file, use the subroutines listed in Related
Information.

Security

Access Control: This file should grant read (r) access to the root user and members of the security group,
and to others as permitted by the security policy for the system. Only the root user should have write (w)
access.

Auditing Events:

Event Information
S_GROUP_WRITE file name
Examples
A typical stanza looks like the following example for the finance group:
finance:

admin = false

adms = cjf, scott, sah
Files
letc/security/group Specifies the path to the file.
etc/§rou§ Contains the basic attributes of groups.
etc/passwd Contains the basic attributes of users.
etc/security/passwd Contains password information.
etc/security/user| Contains the extended attributes of users.
etc/security/environ Contains the environment attributes of users.
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Vetc/security/limits| Contains the process resource limits of users.
fetc/security/audit/config| Contains audit system configuration information.
Vetc/security/lastlog| Contains last login information.

Related Information

The nd, command, lsgroup| command, [mkgroup| command,
setgroups

command, [setgroups| command.

The subroutine, |getgroupattr| subroutine, IDtogroup subroutine, subroutine,

tgroupattr|subroutine, [setuserdb| subroutine.

|Fi|e and system security| in Operating system and device management.

Workload Manager groupings File

Purpose
Defines attribute value groupings along with their associated values.

Description

The attribute value groupings file is in the configuration directory. It resides along with the rules file in the
SuperConf and SubConf directories.

The attribute value groupings file is formatted as a flat ASCII file list with attribute grouping names
followed by an equal (=) sign and the list of all attribute values in the group, separated by commas. The
list of attribute values will be terminated by a carriage return. The list of attribute values can be continued
onto multiple lines by preceding carriage returns with a backslash. The only whitespace that is significant
in the groupings file is a carriage return. Other whitespace characters are removed during file parsing.
Comments are lines preceded by an asterisk.

Each attribute grouping definition is limited to WLM_GROUPING_LEN characters. The attribute grouping
name and the list of attribute values cannot be an empty string.

Use of Attribute Groupings

Attribute groupings can be used as element of a selection criteria in the rules file for superclasses or
subclasses. The attribute grouping name must be preceded by a dollar sign ($) and will be replaced by the
list of all attribute values associated with itself. No special character (*,[,],-,?) except exclusion character 'V’
can be applied to an attribute grouping name. Attribute groupings cannot been used in the class field.

"rules" files:

* class resvd user group application type tag
classA - $trusted, !$nottrusted - - - -
classB - - - $shell,!/bin/zsh - -
classC - - $rootgroup -

Syntax

The syntax of the attribute values is the same as in thefile, including potential wildcards ([,],*,-,?,+).
The use of the exclusion character '’ in the attribute values list is not allowed. This restriction is necessary
to avoid a confusing interpretation of an attribute value grouping used in the class assignement file
preceded by an exclusion character. Syntax is checked only when attribute groupings are used (rules
processing during a configuration load or explicit check with wimcheck command). The groupings file is
not mandatory. By default, no attribute grouping is defined. Attribute value groupings of a groupings file
are defined and usable only in the scope of their configuration directory (SuperConfDir or SubConfDir
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level). If it exists, the groupings file is copied in the .running directory when the configuration is loaded
into the kernel as it is done with other configuration files. No command interface is provided to update the
attribute groupings file.

Example

"groupings" file:

* attribute groupings definition
* will be used in the rules file
trusted = user[0-9][0-9],adminx*
nottrusted = user23, userdb
shell=/bin/?sh,\

/bin/sh,\
/bin/tcsh
rootgroup=system,bin,sys,security,cron,audit
Files
$HOME/.groupings Defines attribute value groupings along with their associated values.

Related Information
The [rules] file.

hostmibd.conf File

Purpose
Defines the configuration parameters for hostmibd dpi2 sub-agent.

Description

The hostmibd.conf file provides the configuration information for the hostmibd dpi2 sub-agent. This file
can be changed while the hostmibd dpi2 sub-agent is running. If the refresh command is issued, the
hostmibd dpi2 sub-agent will reread this configuration file. The hostmibd dpi2 sub-agent must be under
System Resource Control (SRC) for the refresh command to force the reread. To accomplish the reread,
as root user, run:

# refresh -s hostmibd

Keywords
The directives are specified in the form of <keyword>=<value>. The keyword is case-insensitive. The value
passed is also case-sensitive.

LogFilename
The name of the most recent log file. Less recent log files have the number 1 to (n - 1) appended
to their names. The larger the number, the less recent the file.

logFileSize
The Size of log files in K bytes. Maximum size of a log file. When the size of the most recent log
file reaches this value, it is renamed and a new log file is created.

numLogFiles
The number of log files desired. The maximum value for numLogFiles is 4. A new file is created
when the size of the log file is equal or more than the size specified by the keyword logFileSize.
When the number of log files reaches the numLogFiles the log files start rotating.

requestTimeout
The timeout in seconds that the snmpd agent will wait for a response from this sub-agent. The
default value is 60 seconds.
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tracelevel
The tracing/debug level to do.

0 = Least Tevel
8 = DPI level 1
16 = DPI Tevel 2
32 = Internal level 1
64 = Internal level 2
128 = Internal level 3

Add the numbers for multiple trace levels.

updatelnterval
The interval, in seconds, that the sub-agent will use to refresh its internal table. The default value
is 30 seconds.

Example

TogFileName=/usr/tmp/hostmibd.1og
logFileSize=0

numLogFiles=0

requestTimeout=180

tracelevel=0

updatelnterval=120

Files

letc/hostmibd.conf Defines the configuration parameters for hostmibd dpi2 sub-agent.

Related Information
The [hostmibd| [snmpd | and [refresh| commands.

image.data File

Purpose
Contains information on the image installed during the Base Operating System installation process.

Description

The image.data file contains information describing the image installed during the BOS installation
process. This information includes the sizes, names, maps, and mount points of logical volumes and file
systems in the root volume group. The mkszfile command generates the image.data file. It is not
recommended that the user modify the file. Changing the value of one field without correctly modifying any
related fields can result in a failed installation and a corrupted backup image. The only exception to this
recommendation is the SHRINK field, which the user may modify to instruct the BOS installation routines to
create the file systems as specified in the image.data file or to create the file systems only as large as is
required to contain all the data in the file system.

The BOS installation process also takes input from the image.data file regarding defaults for the machine
being installed. Any default values in the image.data file will override values obtained when the BOS
installation queries the hardware topology and existing root volume group. The image.data file resides in
the / directory.

This file is part of System Backup and BOS Install Utilities.

The image.data file is arranged in stanza format. Each stanza contains one or more fields. These stanzas
include the following:
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image_data Stanza

Field Description

IMAGE_TYPE Identifies the format of the image. Examples include backup file format (bff)
and tar format.

DATE_TIME Contains the date and time that the image was taken.

UNAME_INFO Identifies the system and system level data associated with the image.

PRODUCT_TAPE Specifies whether the image is a product image or a mksysb image. The
possible field values are yes or no.

USERVG_LIST Lists the user volume groups defined in the system.

OSLEVEL Identifies the version.release.maintenance.fix level of the system at the time

the image was taken

Note: The PRODUCT_TAPE and USERVG_LIST fields are only present for the ROOTVG volume group.

logical_volume_policy Stanza

Field Description

SHRINK Instructs BOS install routines to create the file systems as they are specified
in the image.data file or create the smallest file systems required to contain
all the data in the file system. The field value specified can be yes (shrink file
systems) or no (use image.data file specifications).

EXACT_FIT The field value specified can be yes or no. If yes is specified, the disk
information listed in the source_disk_data stanza must match the actual disks
found on the target machine during installation.

ils_data Stanza

Field Description
LANG Sets the language used by the BOS Install program.

vg_data Stanza
Notes:

1. The image.data file can contain only one vg_data stanza.

2. Starting with AlX 4.3.3, two new fields (BIGVG and TFACTOR) have been added to the vg_data
Stanza

Field Description

VGNAME Specifies the volume group name.

PPSIZE Specifies the size of the physical partition for the volume group.

VARYON Activates the volume group and all associated logical volumes so that the
volume group is available for use. The field value can be yes or no.

VG_SOURCE_DISK_LIST Lists the disks in the volume group.
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Field
QUORUM

CONC_AUTO
BIGVG

TFACTOR

ENH_CONC_CAPABLE

source_disk data Stanza

Note: The image.data file contains

Field
PVID
CONNECTION

LOCATION
SIZE_MB
HDISKNAME

lv_data Stanza

Note: The image.data file contains

Field
VOLUME_GROUP

LV_SOURCE_DISK_LIST
LV_IDENTIFIER
LOGICAL_VOLUME
PERMISSION

VG_STAT

TYPE
MAX_LPS
COPIES

LPS
STALE_PPs

INTER_POLICY
INTRA_POLICY

MOUNT_POINT
MIRROR_WRITE_CONSISTENCY
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Description

If set to 1, indicates the volume group is to be automatically varied off after
losing its quorum of physical volumes.

Indicates a volume group is to be varied on automatically in concurrent mode.
Indicates a volume group is to be created as a big vg format volume group.
This can accommodate up to 128 physical volumes and 512 logical volumes.
Indicates a change in the limit of the number of physical partitions per
physical volume.

Indicates a volume group is enhanced concurrent capable.

one source_disk_data stanza for each disk in the root volume group.

Description

Specifies the 16 digit physical volume identifier for the disk.

Specifies the combination of the parent and the connwhere attribute
associated with a disk. The format for this field is: parent attribute//
connwhere attribute.

Specifies the locations of the disks in the root volume group.
Specifies the size, in MB, of the disks in the root volume group.
Specifies the names of the disks in the root volume group.

one Iv_data stanza for each logical volume created on the system.

Description

Specifies the logical volume group name. Volume group names must be
unique, system wide, and can range from 1 to 15 characters.

Lists the disks in the logical volume.

Contains the identifier of the logical volume.

Contains the name of the logical volume.

Sets the access permissions. The field value can be read/write or read only.
Indicates the state of the volume group. If the volume group is activated with
the varyonvg command, the value of the VG_STAT field is either
active/complete or active/partial. An active/complete field value indicates
that all physical volumes are active, while an active/partial field value
indicates that all physical volumes are not active. If the volume group is not
activated with the varonvg command, the VG_STAT field value is inactive.
Describes the logical volume type.

Sets the maximum number of logical partitions within the logical volume.
Specifies the number of physical partitions created for each logical partition
during the allocation process.

Specifies the number of logical partitions currently in the logical volume.
Specifies the number of physical partitions in the logical volume that are not
current.

Specifies the inter-physical allocation policy. The field value can be minimum or
maximum.

Specifies the intra-physical allocation policy. The possible field values are
either middle, center, or edge.

Specifies the file-system mount point for the logical volume, if applicable.
Specifies mirror-write consistency state. The field value can be off or on.



Field
LV_SEPARATE PV

LV_STATE

WRITE_VERIFY
PP_SIZE
SCHED_POLICY
PP

BB_POLICY
RELOCATABLE

UPPER_BOUND
LABEL
MAPFILE
LV_MIN_LPS

STRIPE_WIDTH
STRIP_SIZE

SERIALIZE_IO

fs_data Stanza

Field
FS_NAME
FS_SIZE
FS_MIN_SIZE
FS_LV

FS_FS
FS_NBPI
FS_COMPRESS
FS_BF
FS_AGSIZE

FS_JFS2_BS

Description

Specifies a yes, no, or super field value for strict allocation. A yes value for
strict allocation states that no copies for a logical partition are allocated on the
same physical volume. A no value for strict allocation (non-strict) states that at
least one occurrence of two physical partitions belong to the same logical
partition. A super value for strict allocation (super strictness) states that no
partition from one mirror copy may reside on the same disk as another mirror
copy.

Describes the state of the logical volume. An Opened/stale value indicates the
logical volume is open but contains physical partitions that are not current. An
Open/syncd value indicates the logical volume is open and its physical
partitions are current, or synchronized. A Closed value indicates the logical
volume has not been opened.

Specifies the field value of the write verify state as on or off.

Provides the size physical partition.

Specifies a sequential or parallel scheduling policy.

Specifies the number of physical partitions currently in the logical volume.
Specifies the bad block relocation policy.

Indicates whether the partitions can be relocated if a reorganization of
partition allocation takes place. The field value can be yes or no.

Specifies the maximum number of physical volumes for allocation.

Specifies the label field for the logical volume.

Provides the full path name to a map file to be used in creating the logical
volume.

Specifies the minimum size of the logical volume to use when shrinking the
logical volume.

Specifies the number of physical volumes being striped across.

Specifies the number of bytes per strip. Strip size multiplied by the number of
disks in the array equals the stripe size. The field value must be a power of
two, between 4KB and 128MB; for example, 4KB, 8KB, 16KB, 32KB, 64KB, 128KB,
256KB, 512KB, 1MB, 2MB, 4MB, 8MB, 16MB, 32MB, 64MB, or 128MB.

Turns on/off serialization of overlapping IOs. If serialization is turned on, then
overlapping IOs are not allowed on a block range and only a single 10 in a
block range is proccessed at any one time. Most applications (file systems
and databases) do serialization, so serialization should be turned off.

Description

Specifies the mount point of the file system.

Specifies the size, in 512-byte blocks, of the file system.

Specifies the minimum size required to contain the files of the file system.
This size is used when the SHRINK field in the logical_volume_policy stanza
has a field value of yes.

Provides the logical volume name. The name must contain the /dev/ prefix.
An example of an appropriate name is /dev/hd4.

Specifies the fragmentation size of the system. This value is optional.
Specifies the number of bytes per i-node. This value is optional.
Designates whether the file system should be compressed or not. The field
value can be LZ, which compresses the file system, or the no field value.
Enables the file system for files greater than 2 GB. The possible values are
true or false.

Specifies the allocation group size. The possible values are 8, 16, 32, or 64.
The allocation group size is specified in units of megabytes.

Specifies the file system block size in bytes, 512, 1024, 2048, or 4096 bytes.
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Field Description

FS_JFS2_SPARSE Specifies when files are created with holes. The enhanced journaled file
system (JFS2) allocates disk blocks for those holes and fills the holes with
0Os.

FS_JFS2_INLINELOG Specifies that the journal log for the enhanced journaled file system (JFS2) is
within the file system.

FS_JFS2_SIZEINLINELOG Specifies the size, in megabytes, for the optional inline journal log. The
default is the size of the enhanced journaled file system (JFS2) divided by
256.

FS_JFS2_EFS Specifies whether a file system must be created as an Encrypted File
System (EFS).

FS_JFS2_EAFORMAT Specifies whether a file system should be created with extended attributes.

FS_JFS2_QUOTA Specifies whether file and block-usage statistics should be maintained and
whether limits should be enforced by the file system.

FS_JFS2_DMAPI Specifies whether a file system is managed.

FS_JFS2_VIX Specifies whether a file system can allocate i-node smaller than the default.

post_install_data Stanza

Field Description
BOSINST_FILE Provides the full path name of a file or command to execute after BOS install
completes.

post_restvg Stanza

Field Description
RESTVG_FILE Specifies the full path name of the file or command to execute after the restvg
process completes.

Note: The post_install_data stanza exists for the ROOTVG volume group and the post_restvg stanza is
present for other volume groups.

Related Information
The command, command, [mklv] command, and [Islv] command.

/etc/security/.ids File

Purpose
Contains standard and administrative user IDs and group IDs.

Description

The /etc/securityl/.ids file keeps a count so that every UID (userid) and GID (groupid) has it's own unique
number. It is not recommended that you edit this file unless it is absolutely necessary.

Example
7 201 11 200

The first number in the example (7) will be the User ID of the next administrative user created on the
system. The second number (201) will be the User ID of the next regular user created on the system. The
third number (11) is the next administrative Group ID (GID) that will be used when an administrative user
is created on the system. The fourth number (200) is the next regular user GID used when a user is
created.
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Location

letc/securityl.ids Location of the .ids file.

Related Information

The @ command and the command.

INed Files

Purpose

Contains programs and data used by the INed program.

Description

The /usr/lib/INed directory contains a number of files and subdirectories used internally by the INed
program. The /usr/lib/nls/msg/$LANG directory contains files of translatable text. This directory also

contains other files that are not used by INed.

In the following file names, $LANG is the value of the lib/Languageenvironment variable, which indicates

the national language currently being used.

bin

FATAL.LOG

helpers

forms

lusr/lib/nls/msg/SLANG/keys.map

termcap

lusr/lib/nls/msg/SLANG

Files

lusr/lib/INed directory

lusr/lib/nls/msg/$SLANG directory

Related Information

Directory containing programs called by the editor to
perform various functions. Do not run these programs
from the command line.

Log of error messages the editor records when it
encounters a system problem.

Directory containing programs called by the editor to
help work on certain kinds of data. Files ending in .x or
named x use the helper named x.help. Helpers typically
supply the functions listed on the INed local menus.
Directory containing forms used by the INed program.
Files ending in .x or named x use the x.ofm form. The
forms are binary files used directly by the editor in
generating displays for structured files.

File displayed when the Help command key (F1) is
pressed and the keymap option is selected.

Directory containing the files used by the editor to read
input from the terminals and write output to the
terminals. The def.trm file is the readable structured file,
and the terms.bin file is the compressed version.
Directory containing help message files and other files
containing translated text used by the INed editor. This
directory also contains other files not used by INed.

Contains files and subdirectories used by the INed
program.
Contains files of translatable text.

The @ command, command, [format] command, @l command, command, @ command,

command, command, |!rbsd| command, |untab| command.
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.info File

Purpose
Stores configuration information used by the Network Install Manager (NIM).

Description

The .info file contains a series of Korn shell variable assignments used by NIM. The .info file is created
by NIM for each client. During network boot, the rc.boot program uses several of these variables to
control processing.

If a client is initialized by NIM, the .info file is copied into that client’s /etc directory as the /etc/niminfo
file. The nimclient command uses the /etc/niminfo file to communicate with the NIM master server.

Note: The following variable groups are based upon the function of the variables that they contain. The
.info file itself is not divided into categories.

Variables used directly by the rc.boot program

Variable Description
ROUTES Contains all the routing information the client needs in order to access any allocated NIM resource.
This information is presented as a series of space-separated stanzas, each in the following format:

DestinationlPAddress: DestinationSubnet : GatewaylPAddress
SPOT Specifies the location of the shared product object tree (SPOT) to be used during the boot process.
This variable contains the host and pathname of the client's SPOT in the following format:

HostName: SPOTDirectory

RC_CONFIG Specifies the file name of the re.config script to use.
NIM_HOSTS Provides information used to construct an /etc/hosts file for the client. The value is formatted as
follows:

IPAddress: HostName IPAddress: HostName ...

Variables used by any rc.config script

Variable Description
ROOT Specifies the host and path name of the client’s root directory in the following format:

HostName: RootDirectory
MOUNTS Contains a series of space-separated stanzas, each composed of a remote directory specification and
the point where it should be mounted. The stanzas are in the following format:

HostName: RemoteDirectory:LocalDirectory

Variables used by the nim commands

Variable Description

NIM_NAME Designates the name of the client’s NIM machines object.

NIM_CONFIGURATION Specifies the client’'s NIM configuration machine type.

NIM_MASTER Specifies the IP address of the NIM master server.

NIM_MASTER_PORT Specifies the port number to use for client communications.

NIM_REGISTRATION_PORT Specifies the port number to use for client registration.

NIM_MAX_RETRIES Specifies the maximum number of retries for communication attempts with
the nimesis daemon.

NIM_MAX_DELAY Sets the amount of time to wait between retries for communication with the

nimesis daemon.
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Variables used by BOS Install
The following variables are used by NIM to control Base Operating System (BOS) installation operation:

Variable
NIM_BOSINST_DATA

NIM_BOS_IMAGE
NIM_CUSTOM

Description
Specifies the RAM file system path name to the bosinst.data file to be used. This
variable has the following format:

Pathname
Specifies the RAM file system path name to the BOS image.
Specifies the path name of the customization script to execute after BOS installation.

Variables used by the rc.dd_boot Script
The re.dd script uses the following variables to perform boot specific processing to create certain NIM

resources.

Variable
DTLS_PAGING_SIZE

DTLS_LOCAL_FS

Description

Contains the paging-space size that you specify. If you have not set the paging
space, the value is NULL and the re.dd_boot script defaults to a paging space twice
that of the client's RAM space.

Contains a list of acronyms specifying the filesystems to be created locally on the
client. The possible values are tmp and home.

Examples

The following is an example of a .info file:
e Network Install
Manager---------

# warning - this file contains NIM configuration information
# and should only be updated by NIM

export NIM NAME=dua

export NIM_CONFIGURATION=standalone
export NIM_MASTER_HOSTNAME=satu

export NIM_MASTER_PORT=1058

export NIM_REGISTRATION_PORT=1059

export RC_CONFIG=rc.bos_inst
export SPOT=tiga:/usr

export NIM CUSTOM=/tmp/dua.script

export NIM_BOS_IMAGE=/SPOT
export NIM_BOS_FORMAT=master
export NIM_HOSTS=" 130.35.130

.l:satu 130.35.130.3:tiga "

export MOUNTS=" tiga:/export/logs/dua:/var/adm/ras:dir

tiga:/export/nim/simages

:/SPOT/usr/sys/inst.images:dir

satu:/export/nim/scripts/dua.script:tmp/dua.script:file

Related Information
The command, @ co

mmand, command, command, [niminif command.

inittab File

Purpose

Controls the initialization process.
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Description

The /etc/inittab file supplies the script to the command’s role as a general process dispatcher. The
process that constitutes the majority of the init command’s process dispatching activities is the /etc/getty
line process, which initiates individual terminal lines. Other processes typically dispatched by the init
command are daemons and the shell.

The /etc/inittab file is composed of entries that are position-dependent and have the following format:
Identifier:RunlLevel:Action:Command

Note: The colon character ( : ) is used as a delimiter as well as a comment character. To comment out an
inittab entry, add : at the beginning of the entry. For example:

:Identifier:RunLevel:Action:Command

Each entry is delimited by a newline character. A backslash (\) preceding a newline character indicates the
continuation of an entry. There are no limits (other than maximum entry size) on the number of entries in
the /etc/inittab file. The maximum entry size is 1024 characters. The entry fields are:

Identifier
A string (one or more than one character) that uniquely identifies an object.

RunLevel
The run level in which this entry can be processed. Run levels effectively correspond to a
configuration of processes in the system. Each process started by the init command is assigned
one or more run levels in which it can exist. Run levels are represented by the numbers 0 through
9. For example, if the system is in run level 1, only those entries with a 1 in the runlevel field are
started. When you request the init command to change run levels, all processes without an entry
in the runlevel field for the target run level receive a warning signal (SIGTERM). There is a
20-second grace period before processes are forcibly terminated by the kill signal (SIGKILL). The
runlevel field can define multiple run levels for a process by selecting more than one run level in
any combination from 0 through 9. If no run level is specified, the process is assumed to be valid
at all run levels.

There are three other values that appear in the runlevel field, even though they are not true run
levels: a, b, and c¢. Entries that have these characters in the runlevel field are processed only
when the telinit command requests them to be run (regardless of the current run level of the
system). They differ from run levels in that the init command can never enter run level a, b, or c.
Also, a request for the execution of any of these processes does not change the current run level.
Furthermore, a process started by an a, b, or ¢ command is not killed when the init command
changes levels. They are only killed if their line in the /etc/inittab file is marked off in the action
field, their line is deleted entirely from /etc/inittab, or the init command goes into single-user
mode.

Action Tells the init command how to treat the process specified in the process field. The following
actions are recognized by the init command:

respawn
If the process does not exist, start the process. Do not wait for its termination (continue
scanning the /etc/inittab file). Restart the process when it dies. If the process exists, do
nothing and continue scanning the /etc/inittab file.

wait  When the init command enters the run level that matches the entry’s run level, start the
process and wait for its termination. All subsequent reads of the /etc/inittab file while the
init command is in the same run level will cause the init command to ignore this entry.

once When the init command enters a run level that matches the entry’s run level, start the
process, and do not wait for its termination. When it dies, do not restart the process. When
the system enters a new run level, and the process is still running from a previous run
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level change, the program will not be restarted. All subsequent reads of the /etc/inittab file
while the init command is in the same run level will cause the init command to ignore this
entry.

boot Process the entry only during system boot, which is when the init command reads the
letc/inittab file during system startup. Start the process, do not wait for its termination,
and when it dies, do not restart the process. In order for the instruction to be meaningful,
the run level should be the default or it must match the init command’s run level at boot
time. This action is useful for an initialization function following a hardware reboot of the
system.

bootwait
Process the entry the first time that the init command goes from single-user to multi-user
state after the system is booted. Start the process, wait for its termination, and when it
dies, do not restart the process. If the initdefault is 2, run the process right after boot.

powerfail
Execute the process associated with this entry only when the init command receives a
power fail signal (SIGPWR).

powerwait
Execute the process associated with this entry only when the init command receives a
power fail signal (SIGTERM), and wait until it terminates before continuing to process the
letc/inittab file.

off If the process associated with this entry is currently running, send the warning signal
(SIGTERM), and wait 20 seconds before terminating the process with the kill signal
(SIGKILL). If the process is not running, ignore this entry.

ondemand
Functionally identical to respawn, except this action applies to the a, b, or ¢ values, not to
run levels.

initdefault
An entry with this action is only scanned when the init command is initially invoked. The
init command uses this entry, if it exists, to determine which run level to enter initially. It
does this by taking the highest run level specified in the runlevel field and using that as its
initial state. If the runlevel field is empty, this is interpreted as 0123456789; therefore, the
init command enters run level 9. Additionally, if the init command does not find an
initdefault entry in the /etc/inittab file, it requests an initial run level from the user at boot
time.

sysinit
Entries of this type are executed before the init command tries to access the console
before login. It is expected that this entry will only be used to initialize devices on which
the init command might try to ask the run level question. These entries are executed and
waited for before continuing.

Command
A shell command to execute. The entire command field is prefixed with exec and passed to a
forked sh as sh -c exec command. Any legal sh syntax can appear in this field. Comments can be
inserted with the # comment syntax.

The getty command writes over the output of any commands that appear before it in the inittab
file. To record the output of these commands to the boot log, pipe their output to the alog -tboot
command.

The stdin, stdout and stdferr file descriptors may not be available while init is processing inittab
entries. Any entries writing to stdout or stderr may not work predictably unless they redirect their
output to a file or to /dev/console.

Chapter 1. System Files 109



The following commands are the only supported method for modifying the records in the /etc/inittab file:

Command Purpose

Changes records in the /etc/inittab file.
Lists records in the /etc/inittab file.

Adds records to the /etc/inittab file.
Removes records from the /etc/inittab file.

Examples

1. To start the ident process at all run levels, enter:
ident:0123456789:Action:Command

2. To start the ident process only at run level 2, enter:
ident:2:Action:Command

3. To disable run levels 0, 3, 6-9 for the ident process, enter:
ident:1245:Action:Command

4. To start the re command at run level 2 and send its output to the boot log, enter:
rc:2:wait:/etc/rc 2>&1 | alog -tboot >

/dev/console
Files
letc/inittab Specifies the path of the inittab file.
usr/sbin/getty Indicates terminal lines.

Related Information
The [chitabfommand, finit] command, command, command, command,

command.

irs.conf File

Purpose
Specifies the ordering of certain name resolution services.

Description

The /etclirs.conf file is used to control the order of mechanisms that the resolver libraries use in searching
for network-related data. The following subroutines resolve host names, networks, services, protocols, and
netgroups:

Network Data Subroutines

host names gethostbyname, gethostaddr, gethostent
networks getnetbyname, getnetbyaddr, getnetent
services getservbyname, getservbyaddr, getservent
protocols getprotobyname, getprotobyaddr, getprotoent
netgroups getnetgrent

Because these subroutines are commonly used in many TCP/IP applications, using the irs.conf file can
control the directions of the queries made by these applications as well.

By default, the subroutines use the lookup mechanisms to resolve host names in this order:
1. Domain Name Server (DNS)
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2. Network Information Service (NIS), if active
3. local files

By default, the subroutines use the lookup mechanisms to resolve networks in this order:
1. DNS

2. NIS, if active

3. local files

By default, the subroutines use the lookup mechanisms to resolve other maps in this order:
1. NIS, if active
2. local files

You can override the default order by modifying the /etc/irs.conf configuration file and specifying the
desired ordering.

The settings in the /ete/netsve.conf configuration file override the settings in the /etc/irs.conf file. The
NSORDER environment variable overrides the settings in the /etc/irs.conf and the /etc/netsve.conf files.

To use DNS to obtain information concerning netgroups, protocols, and services, you must create and use
a Hesiod DNS Zone in the following format:

map mechanism [option]

The following values are available for the map parameter:

Value Description

services Lists the port numbers, transport protocols, and names of well-known services
protocols Retrieves official names and protocol numbers of protocol aliases

hosts Defines the mappings between host names and their IP addresses

networks Retrieves network names and addresses

netgroup Retrieves groups of hosts, networks, and users in this group

The following values are available for the mechanism parameter:

Value Description
local Examines local configuration files (/etc/hosts, /etc/protocols, /etc/services, /etc/netgroup, and
letc/networks files)

dns Queries DNS; the |/etc/resolv.conf|file must be configured for this mechanism to work.

nis Queries NIS; the NIS client must be active on the system for this mechanism to work.
nis+ Queries NIS+; The NIS+ client must be active on the system for this mechanism to work.
Idap Queries the LDAP server; the resolv.ldap| file must be configured for this mechanism to work.

Note: You can only assign the value |hosts|to the map parameter for Idap. Although still supported, the
use of the Idap mechanism is deprecated. Use of the nis_ldap mechanism is recommended.

nis_ldap  Queries the LDAP server configured in the [dap.cfg] file. The LDAP client should be set up on the system
using [mksecldap| command, to use this mechanism. All map types are supported by nis_ldap.

local4 Examines local configuration files for IPv4 addresses.

local6 Examines local configuration files for IPv6 addresses.

dns4 Queries DNS for A records (IPv4 addresses); the /etc/resolv.conf file must be configured for this
mechanism to work.

dns6 Queries DNS for AAAA records (IPv6 addresses); the /etc/resolv.conf file must be configured for this
mechanism to work.

nis4 Queries NIS for information about IPv4 addresses; the NIS client must be active on the system to use

this mechanism.
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Value Description

nis6 Queries NIS for information about IPv6 addresses; the NIS client must be active on the system to use
this mechanism.

Idap4 Queries the LDAP server for information about IPv4 addresses.

Idap6 Queries the LDAP server for information about IPv6 addresses.

The following values are available for the option parameter:

Value Description

continue If the information is not found in the specified mechanism, then instructs the resolver to continue to
the next line, which should list another mechanism for the same map

merge Merges all responses from multiple mechanism parameters into one response

Examples

1. To use only the local /etc/hosts file for host name resolution, enter:
hosts local
2. To use the LDAP server to resolve a host name that cannot be found in the the /etc/hosts file, enter:

hosts local continue
hosts ldap

3. To use only DNS to resolve host names and to use NIS to resolve protocols, enter:

hosts dns
protocols nis
4. To use only NIS to resolve host name addresses and netgroups and to use the local files to resolve
services and networks, enter:
hosts nis
services local
netgroup nis
networks Tocal
5. To try to resolve host names from the local /etc/hosts file and, after not finding them, try to resolve
from DNS, then NIS, enter:
hosts local continue
hosts dns continue
hosts nis continue
6. To try to resolve host names from the local /etc/hosts file, merge any information found with any
DNS information found, and then merge this information to any NIS information found, enter:
hosts local merge
hosts dns merge
hosts nis
If the resolver finds no information, it returns none. If it finds information from more than one source,
it returns that information as a merged response from all of the available sources.

7. To examine the local /etc/services file for port numbers before querying NIS, enter:

services local continue
services nis

This entry in the /etc/irs.conf file could speed up the request; normally, querying NIS takes more time
than querying the local file. If the resolver does not find the information in the local file, it searches
NIS.

8. To query for IPv4 network addresses only from DNS and to query IPv6 host addresses only from the
local file, enter:

networks dns4
hosts local6

9. In this example, assume the following presuppositions:
* The /etc/hosts file contains the following information:
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4 host4d
5 hostb
6 host6

* The information in DNS is the following:

1.2.3.2 host2
1.2.3.3 host3

* The information in NIS is the following:
1.2.3.1 hostl
To instruct the gethostbyname subroutine to look for the host name first in the local configuration

files, then to continue to search in DNS if the host name is not found, and finally to continue
searching in NIS if the host name is not found, create the following entry in the /etc/irs.conf file:

hosts local continue
hosts dns continue
hosts nis

In this example, the gethostbyname subroutine cannot find the host name in the /etc/hosts file and
continues to search for the host name in DNS. After not finding it in DNS, it continues to search in
NIS. After finding the address in NIS, it returns 1.2.3.1.

10. In this example, assume the following presuppositions:
* The /etc/hosts file contains the following information:
1.1.1.1 hostname
* The information in DNS is the following:
1.1.1.2 hostname

To instruct the gethostbyname subroutine to merge all the answers from the specified mechanisms
into one reply, create the following entry in the /etc/irs.conf file:

hosts local merge
hosts dns

The gethostbyname subroutine returns 1.1.1.1 1.1.1.2.

1.2.3.
1.2.3.
1.2.3.

Files

letc/hosts Contains the Internet Protocol (IP) name and addresses of hosts on the local network

letc/protocols Contains official names and protocol numbers of protocol aliases

letc/services Contains lists of the port numbers, transport protocols, and names of well-known
services

letc/netgroup Contains a list of groups of hosts, networks, and users in these groups

letc/networks Contains a list of network names and addresses

letc/resolv.conf Contains Domain Name Protocol (DOMAIN) name-server information for local
resolver subroutines

letc/netsvc.conf Specifies the ordering of certain name resolution services

letc/resolv.ldap Contains the IP address of the LDAP server

Related Information
The [hosts] file format for TCP/I P,Ie for NIS, [netsvc.cont file, [networks file format for TCP/IP,
resolv.conf

protocols|file format for TCP/IP, [resolv.conf file format for TCP/IP, [resolv.Idap file format for TCP/IP,
file format for TCP/IP.

The [Idap.cfg|file.
The [mksecldap| command.
The daemon.

The |gethostbyname} [gethostbyaddt, and |gethostent] subroutines for host names.
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The |getnetbyname} |getnetbyaddr| [getnetent] subroutines for networks.

The |getservbyname] |getservbyport, [getservent| subroutines for services.

The |getprotobyname] [getprotobynumber [getprotoent| subroutines for protocols.

The [getnetgrent subroutine for netgroups.

ispaths File

Purpose
Defines the location of all databases in a library.

Description

The ispaths file contains a block of information (a stanza) for each database in a library. A library consists
of up to 63 standalone or cross-linked databases. The ispaths file for the default database library resides
in the /usr/lpp/info/data directory. The ispaths files for other public libraries may reside in the
lusr/Ipp/info/data/LibraryName directory, and contain a stanza of information for each database in the
library.

Each stanza must have the following format:

Line Explanation of Content

id DatabaseNumber Represents the number of the database. This
number can be between 0 and 1462, with a
maximum of 1563 databases in a library. (Database
number 1563 is reserved for the help database.)
Note: The order of databases in the ispaths file
must match the order of databases in the dbnames
file used during the build process.

primnav TRUE (Optional.) Indicates whether the database contains
any of the primary navigation articles. The primnav
line can be set to TRUE for only one database in
the library. Omit this line unless its value is TRUE.

browseTRUE (Optional.) Indicates whether the entire library is
browse enabled with the browse button displayed in
the reading window. Omit this line if its value is not
TRUE.

glossary TRUE (Optional.) Indicates whether the database contains
glossary entries. The glossary line can be set to
TRUE for only one database in the library. Omit this
line unless its value is TRUE.

name Database Specifies the name of the database.

title DatabaseTitle Specifies the title that is assigned to the database.
This title is displayed in the search results window
(the Match Lists window) and the Database
selection window helps users narrow their searches.

key DatabasePathl DatabaseName.key Specifies the full path name of the database .key
file.

romDatabasePath |DatabaseName.rom Specifies the full path name of the database .rom
file.

The optional field browse can be specified in any of the stanzas, and its value will be applied to the entire
library. The browse field does not need to be specified in each stanza for each library that has browse
capability.
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Examples
The following is an example of an ispaths file for a sample database.

The isprime file for this database specifies these primary navigation articles:
« Commands

» System Calls

» Subroutines

» Special Files

* File Formats

» List of Tasks

 List of Books

» Education

All the top-level lists reside in the navigation database.
liddaaaadsdddsadadaddspadasddaaaasaadsd

# info Navigation Database
[dggddssdddsaddssdddsadddadddsadddaadddadi
id 0

primenav TRUE
browse TRUE

name nav

title Navigation

key /usr/1pp/info/%L/nav/nav.key
rom /usr/1pp/info/%L/nav/nav.rom

tH######## A A A A A A A AR AA AR A AR A A A A A A A

# info System Calls Database
[dggddssdddsaddasdddsadddadddasdddaadddadi
id 1

name calls

title System Calls

key Jusr/1pp/info/%L/calls/calls.key
rom Jusr/1pp/info/%L/calls/calls.rom

idgdddgadddgadaaddddadidpdgdaaddaadadiii

# info Subroutines Database
lggdaddaddaddsddadaddsddsddsddaddaddaddadd
id 2

name subs

title  Subroutines

key /usr/1pp/info/%L/subs/subs.key
rom Jusr/1pp/info/%L/subs/subs.rom

idgadddadddaadaaadddadadpagdsaaddaadadaii

# info Special Files Database
idgdtdssdddssddssdddssddtadddssdddaadadaii
id 3

name file

title Special Files

key Jusr/1pp/info/%L/file/file.key
rom /usr/1pp/info/%L/file/file.rom

#H#####H A HF A A S AR SRS AR A S AAAAAAAAAAA

# info File Formats Database
ldddaddsdddsddddsdddddddsddsddsddaddadaddd
id 4

name fls
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title File Formats
key Jusr/1pp/info/%L/f1s/f1s.key
rom Jusr/1pp/info/%L/f1s/f1s.rom

#H## AR R AR R R AR R R RS S AR AR F RS AS A SA A

# info Commands Database
[Edddddsdsddsddddddsdddsdsdadadadadddddi
id 5

name cmds

title Commands

key Jusr/1pp/info/%L/cmds/cmds . key
rom Jusr/1pp/info/%L/cmds/cmds . rom

lfddaddsddsddsddadsddsddaddsddaddadaddadd
# info Book Contents Database
lfddadddddsddddsddddsddsddsddsddaddadaddd
id 6

name books

title Content Lists

key /usr/1pp/info/%L/books/books.key
rom /usr/1pp/info/%L/books/books.rom

fiddsdaddasdadddddsddsddsdddddddaadaddaddd
# info Education Database
lfddaddsddaddsddadsddsddsddsddaddaddaddadd
id 7

name educ

title  Education

key Jusr/1pp/info/%L/educ/educ.key
rom Jusr/1pp/info/%L/educ/educ.rom

Files
lusr/lppl/info/data/ispaths
lusr/Ipp/info/data/LibraryNamelispaths

lusr/lppl/info/data/LibraryNamelisprime

Related Information
The [isprime] file.

Contains the ispaths file for the operating
system library.

Contains the ispaths file for the
LibraryName library.

Contains the names and numbers of
button labels for the primary navigation
articles in LibraryName.

isprime File

Purpose

Specifies the labels for links to primary navigation articles.

Description

The isprime file specifies labels for buttons located at the bottom of a navigation window. These button
labels or menu options serve as links to the primary navigation articles. Labels for up to eight primary
navigation articles can be defined in the isprime file. The text string that serves as the label or options can

consist of any alphanumeric combination, including spaces.

The format for the isprime file is as follows:
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TextForFirstLink
TextForSecondLink
TextForThirdLink
TextForFourthLink
TextForFifthLink
TextForSixthlLink
TextForSeventhlLink
TextForEighthLink

coONOoOTGT R WN =

Examples
An isprime file for a sample database might look as follows:

Commands
System Calls
Subroutines
Special Files
File Formats
List of Tasks
List of Books
Education

ONOYOT B WN =

Files

lusr/Ipp/info/data/LibraryNamelisprime Contains labels for links to primary
navigation articles.

Related Information
The fispath] file.

.kshrc File

Purpose
Contains a shell script that customizes the Korn shell environment.

Description

The $HOME/.kshrc file is a shell script that customizes the Korn-shell environment. This .kshrc script
often contains a list of environment variables, command aliases, and function definitions that customize the
Korn-shell environment.

Each time you start a new instance of the Korn shell, the@ command examines the value of the ENV
environment variable set in the $SHOME/.profile file. If the ENV environment variable contains the name of
an existing, readable file, the ksh command runs this file as a script. By convention, this file is named
$HOME/.kshrc. You can use another name, but you must set the ENV environment variable to point to it.

Note: .kshrc should never output (echo, print, or call any program that echos or prints) anything.

Examples

The following is a sample of a .kshre script on one specific system. The contents of your .kshre file can
be significantly different.

# @(#).kshrc 1.0

# Base Korn Shell environment

# Approach:
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# shell initializations go in ~/.kshrc

# user initializations go in ~/.profile

# host / all_user initializations go in /etc/profile

# hard / software initializations go in /etc/environment
# DEBUG=y # uncomment to report

[ "$DEBUG" ] && echo "Entering .kshrc"
set -0 allexport
# options for all shells —-----—mmmmmmmmm o

# LIBPATH must be here because ksh is setuid, and LIBPATH is
# cleared when setuid programs are started, due to security hole.

LIBPATH=.:/1ocal/1ib:/1ib:/usr/1ib
# options for interactive shells follow---=--=-=-—-—ccmmmmmm—-

TTY=$(tty|cut -f3-4 -d/)
HISTFILE=$HOME/.sh_hist$(echo ${TTY} | tr -d '/')
PWD=$ (pwd)

PS1="

${LOGNAME}@$ {HOSTNAME} on ${TTY}

[${PuD}] '

# aliases

[ "$DEBUG" ] && echo "Setting aliases"

alias man="/afs/austin/local/bin/man -e less"
alias pg="pg -n -p':Page %d: '"

alias more="pg -n -p':Page %d: '"

alias cls="tput clear"

alias sane="stty sane"

alias rsz='eval $(resize)'

# mail check

if [ -s "$MAIL" ] # This is at Shell startup. 1In
then echo"$MAILMSG" # normal operation, the Shell checks
fi # periodically.

# aixterm window title

[[ "$TERM" = "aixterm" ]] && echo
"\033]0; $USERG$ {HOSTNAME%t1}\007"

# functions
[ "$DEBUG" ] && echo "Setting functions"
function pid { ps -e | grep $@ | cut -d" " -f1; }
function df {
/bin/df $x | grep -v afs;
echo "\nAFS:";

/usr/afs/bin/fs listquota /afs;
1

function term {
if [ $# -eq 1]
then
echo $TERM
TERM=$1
export TERM
fi
echo $TERM
1

function back {

cd $OLDPWD
echo $CWD $OLDPWD
}

[ "$DEBUG" ] && echo "Exiting .kshrc"
set +o allexport
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Files

letc/environment Contains system-wide environment variable definitions.
letc/profile Contains system-wide environment customization.
$HOME/.kshrc Sets the user environment for each start of the Korn shell.
$HOME/.profile Contains user-specific logon initialization.

Related Information
The@command.

The|Shells|and the in Operating system and device management.

lapi_subroutines Information

Purpose

Provides overview information about the subroutines that constitute the low-level application programming
interface (LAPI).

Library

Availability Library (liblapi_r.a)

C Syntax

#include <lapi.h>

int lapi_subroutines(parml, parm2...)

typel parml;
type2 parmZ;

FORTRAN Syntax

include 'lapif.h'

LAPI_SUBROUTINES (parml, parmZ..., ierror)
TYPEL1 :: parml;
TYPE2 :: parmZ;

INTEGER ierror

Description

LAPI subroutines provide a wide variety of functions that can be used efficiently and flexibly to obtain most
behaviors required from any parallel programming API.

Programming with C++
LAPI subroutines provide extern "C” declarations for C++ programming.
Profiling

LAPI’s profiling interface includes wrappers for each LAPI function, so you can collect data about each of
the LAPI calls. See the RSCT for AIX 5L: LAPI Programming Guide for more information.

Querying runtime values
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You can find out the size (or size range) of certain parameters by calling the LAPI_Qenv subroutine with
the appropriate query type. For example, call LAPI_Qenv with the LOC_ADDRTBL_SZ query type to find
out the size of the address table used by the LAPI_Addr_set subroutine:

LAPI_Qenv(hndl, LOC_ADDRTBL_SZ, ret_val)

Now, if you want to register a function address using LAPI_Addr_set:

LAPI_Addr_set (hndl, addr, addr_hndl)

The value of index addr_hndl must be in the range:

1 <= addr_hndl < LOC_ADDRTBL_SZ

When used to show the size of a parameter, a comparison of values, or a range of values, valid values for
the query parameter of the LAPI_Qenv subroutine appear in SMALL, BOLD capital letters. For example:

NUM_TASKS

is a shorthand notation for:

LAPI_Qenv(hndl, NUM_TASKS, ret_val)

See LAPI_Qenv subroutine for a list of the query parameter’s valid values.

Parameters

Parameter definitions are listed as follows:

INPUT

parm1 Describes parm1.

INPUT/OUTPUT This section includes all LAPI counters.

parm2 Describes parm2.

OUTPUT Function calls are nonblocking, so counter behavior is asynchronous with
respect to the function call.

ierror Specifies a FORTRAN return code. This is always the last parameter.

Return Values

LAPI_SUCCESS
Indicates that the function call completed successfully.

Any other return values for the subroutine appear here.
For a complete list, see the RSCT for AIX 5L: LAPI Programming Guide.

For information about LAPI error messages, see RSCT: Messages.
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Restrictions
Any specific restrictions for the subroutine appear here.

Also, see the RSCT for AIX 5L: LAPI Programming Guide for more information.

C Examples

Any C examples of the subroutine appear here.

FORTRAN Examples

Any FORTRAN examples of the subroutine appear here.

Related Information
Any information that is related to the subroutine (including names of related subroutines) appears here.

Idapid.ldif.template File

Purpose
Sets the base ID entry in LDAP for new accounts.

Description

The /etc/security/Idap/ldapid.ldif.template file can be used to update the base ID entries of an LDAP
server. With proper value settings to the attributes of the base ID entry, new LDAP accounts created using
the mkuser and mkgroup commands will have numeric ID values greater or equal to the corresponding
base value.

For example, if aixuserid value is set to 10000, new user accounts created in LDAP will have numeric ID
values greater than or equal to 10 000.

Because specifying IDs from the command line using the mkuser and mkgroup commands is not under
control of the base ID entry, an administrator can create accounts of any ID value by specifying the ID
from the command line.

The base ID entry contains the following four fields:

aixadmingroupid Base ID for admin groups. The default value is 1.
aixadminuserid Base ID for admin users. The default value is 1.
aixgroupid Base ID for groups. The default value is 200.
aixuserid Base ID for users. The default value is 200.

These values can be changed by using the ldapadd command and Idapmodify command with the
letc/security/Idap/Idapid.ldif.template file. The content of the file:

Example

dn: cn=aixbaseid,<ou=system,cn=aixdata>
objectClass: aixadmin

aixadmingroupid: 10000

aixadminuserid: 10000

aixgroupid: 10000

aixuserid: 10000
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Location

letc/security/ldap/ldapid.ldif.template Contains the template base ID entry for LDAP servers.

Related Information
The [“login.cfg File” on page 125

The [mkuser Command, [mkgroup Command|]

[Lightweight Directory Access Protocol in the Security.

limits File

Purpose
Defines process resource limits for users.

Description

Note: Changing the limit does not affect those processes that were started by init. Alternatively, ulimits
are only used by those processes that go through the login processes.

The /etc/security/limits file defines process resource limits for users. This file is an ASCII file that
contains stanzas that specify the process resource limits for each user. These limits are set by individual
attributes within a stanza.

Each stanza is identified by a user name followed by a colon, and contains attributes in the
Attribute=Value form. Each attribute is ended by a new-line character, and each stanza is ended by an
additional new-line character. If you do not define an attribute for a user, the system applies default values.

If the hard values are not explicitly defined in the /etc/security/limits file but the soft values are, the
system substitutes the following values for the hard limits:

Resource Hard Value
Core Size unlimited
CPU Time cpu

Data Size unlimited
File Size fsize
Memory Size unTimited
Stack Size 4194304
File Descriptors unTimited
Threads unlimited
Processes unlimited

Note: Use a value of -1 to set a resource to unlimited.

If the hard values are explicitly defined but the soft values are not, the system sets the soft values equal to
the hard values.

You can set the following limits on a user:

Limit Description
fsize Identifies the soft limit for the largest file a user’s process can create or extend.
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Limit Description

core Specifies the soft limit for the largest core file a user’s process can create.

cpu Sets the soft limit for the largest amount of system unit time (in seconds) that a user’s
process can use.

data Identifies the soft limit for the largest process data segment for a user’s process.

stack Specifies the soft limit for the largest process stack segment for a user’s process.

rss Sets the soft limit for the largest amount of physical memory a user’s process can allocate.
This limit is not enforced by the system.

nofiles Sets the soft limit for the number of file descriptors a user process may have open at one
time.

threads Sets the soft limit for the number of threads per process.

nproc Sets the soft limit for the number of processes per user.

core_hard Specifies the largest core file a user’s process can create.

cpu_hard Sets the largest amount of system unit time (in seconds) that a user’s process can use.

data_hard Identifies the largest process data segment for a user’s process.

fsize_hard Identifies the largest file a user’s process can create or extend.

rss_hard Sets the largest amount of physical memory a user’s process can allocate. This limit is not
enforced by the system.

stack_hard Specifies the largest process stack segment for a user’s process.

nofiles_hard Sets the hard limit for the number of file descriptors a user process may have open at one
time.

threads_hard Sets the hard limit for the number of threads per process.

nproc_hard Sets the hard limit for the number of processes per user.

Except for the cpu, nofiles, threads, and nproc attributes, each attribute must be a decimal integer string
that represents the number of 512-byte blocks allotted to a user. This decimal integer represents a 32-bit
value and can have a maximum value of 2147483647. The cpu and nofiles attributes represent the
maximum number of seconds of system time that a user’s process can use, and the maximum number of
files a user’'s process can have open at one time. The threads attribute represents the maximum number
of threads each process can create. The nproc attribute represents the maximum number of processes
each user can create. For an example of a limits stanza, see the section .

When you create a user with the mkuser command, the system adds a stanza for the user to the limits
file. Once the stanza exists, you can use the chuser command to change the user’s limits. To display the
current limits for a user, use the Isuser command. To remove users and their stanzas, use the rmuser
command.

Note: Access to the user database files should be through the system commands and subroutines
defined for this purpose. Access through other commands or subroutines may not be supported in
future releases.

Security

Access Control: This file should grant read (r) access to the root user and members of the security group,
and write (w) access only to the root user. Access for other users and groups depends upon the security
policy for the system.

Auditing Events:

Event Information
S_LIMITS_WRITE file name
Examples

A typical record looks like the following example for user dhs:
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fsize = 8192
core = 4096
cpu = 3600
data = 1272
stack = 1024
rss = 1024
nofiles = 2000
threads = -1
nproc = -1

Files

letc/security/limits Specifies the path to the file.

etc/group) Contains the basic group attributes.

etc/secur tﬁ/grougl Contains the extended attributes of groups.
etc/passwd Contains the basic user attributes.
etc/security/passwd Contains password information.
etc/security/user| Contains the extended attributes of users.
etc/security/environ Contains the environment attributes of users.
etc/security/audit/confi Contains audit-system configuration information.

ustr/lib/security/mkuser.defaul Contains the default values for user accounts.
Contains last login information.

Related Information
The command, command, command, command.

The [enduserdb] subroutine, [getuseratt subroutine, subroutine, subroutine,
lputuserattr| subroutine, [setuserdb] subroutine.

[File and system security| in Operating system and device management.

local_domain File

Purpose
Contains the NFS local domain.

Description
The /etc/nfs/local_domain file contains the local NFS domain of the system. This local domain is used to

determine how to translate incoming and outgoing NFS requests. The NFS local domain must be set
before using NFS V4.
The NFS local domain may be set using the chnfsdom command.

The format of the /etc/nfs/local_domain is the domain name on the first line.

Files

letc/nfs/local_domain The local_doman file.

Related Information

The command.
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login.cfg File

Purpose
Contains configuration information for login and user authentication.

Description

The /etc/security/login.cfg file is an ASCII file that contains stanzas of configuration information for login
and user authentication. Each stanza has a name, followed by a colon (:), that defines its purpose.
Attributes are in the form Attribute=Value. Each attribute ends with a newline character, and each stanza
ends with an additional newline character. For an example of a stanza, see thesection.

There are two types of stanzas:

Stanzas Definition
port Defines the login characteristics of ports.
[user configurationl Defines programs that change user attributes.

Port Stanzas
Port stanzas define the login characteristics of ports and are named with the full path name of the port.
Each port should have its own separate stanza. Each stanza has the following attributes:

Attribute Definition

herald Defines the login message printed when the getty process opens the port. The default
herald is the 1ogin prompt. The value is a character string.

herald2 Defines the login message printed after a failed login attempt. The default herald is the
Togin prompt. The value is a character string.

logindelay Defines the delay factor (in seconds) between unsuccessful login attempts. The value is a

decimal integer string. The default value is 0, indicating no delay between unsuccessful
login attempts.

logindisable Defines the number of unsuccessful login attempts allowed before the port is locked. The
value is a decimal integer string. The default value is 0, indicating that the port cannot lock
as a result of unsuccessful login attempts.

logininterval Defines the time interval (in seconds) in which the specified unsuccessful login attempts
must occur before the port is locked. The value is a decimal integer string. The default
value is 0.

loginreenable Defines the time interval (in minutes) a port is unlocked after a system lock. The value is a
decimal integer string. The default value is 0, indicating that the port is not automatically
unlocked.
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Attribute
logintimes

pwdprompt

sak_enabled

synonym

Definition
Specifies the times, days, or both, the user is allowed to access the system. The value is a
comma-separated list of entries of the following form:
[1]:time-time
-0r-
[Vlday[-day][:time-time]
-0or-
[']date[-date][:time-time]

The day variable must be one digit between 0 and 6 that represents one of the days of the
week. A 0 (zero) indicates Sunday and a 6 indicates Saturday.

The time variable is 24-hour military time (1700 is 5:00 p.m.). Leading zeroes are required.
For example, you must enter 0800, not 800. The time variable must be four characters in
length, and there must be a leading colon (:). An entry consisting of only a time
specification applies to every day. The start hour of a time value must be less than the end
hour.

The date variable is a four digit string in the form mmdd. mm represents the calendar
month, with 00 indicating January and 177 indicating December. dd represents the day
number. For example 0001 represents January 1. dd may be 00 to indicate the entire
month, if the entry is not a range, or indicating the first or last day of the month depending
on whether it appears as part of the start or end of a range. For example, 0000 indicates
the entire month of January. 0500 indicates the entire month of June. 0311-0500 indicates
April 11 through the last day of June.

Entries in this list specify times that a user is allowed or denied access to the system.
Entries not preceded by an exclamation point (!) allow access and are called ALLOW
entries. Entries prefixed with an exclamation point (!) deny access to the system and are
called DENY entries. The ! operator applies to only one entry, not the whole restriction list.
It must appear at the beginning of an entry.

Defines the message that is displayed at a password prompt. The message value is a
character string. Format specifiers will not be interpreted. If the attribute is undefined, a
default prompt from the message catalog will be used .

Defines whether the secure attention key (SAK) is enabled for the port. The SAK key is the
Ctrl-X, Ctrl-R key sequence. Possible values for the sak_enabled attribute are:

true SAK processing is enabled, so the key sequence establishes a trusted path for the
port.

false  SAK processing is not enabled, so a trusted path cannot be established. This is
the default value.

The sak_enabled stanza can also be modified to close a potential exposure that exists
when tty login devices are writable by others; for example, when the tty mode is 0622. If
the sak_enabled stanza is set to True, the tty mode is set to a more restrictive 0600 at
login. If the sak_enabled stanza is set to False (or absent), the tty mode is set to 0622.
Defines other path names for the terminal. This attribute revokes access to the port and is
used only for trusted path processing. The path names should be device special files with
the same major and minor number and should not include hard or symbolic links. The value
is a list of comma-separated path names.

Synonyms are not associative. For example, if you specify synonym=/dev/tty0 in the stanza
for the /dev/console path name, then the /dev/tty0 path name is a synonym for the
/dev/console path name. However, the /dev/console path name is not a synonym for the
/dev/tty0 path name unless you specify synonym=/dev/console in the stanza for the
/dev/tty0 path name.
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Attribute
usernameecho

minsl

maxsl

tl

Definition
Defines whether the user name is echoed on a port. Possible values for the usernameecho
attribute are:

true User name echo is enabled. The user name will be displayed. This is the default
value.

false  User name echo is disabled. The user name will not be echoed at the login prompt
and will be masked out of related messages that contain the user name.

Defines the minimum sensitivity level (SL) assigned to this port.

Restriction: This attribute is valid only for Trusted AIX. For more information about Trusted

AlX, see Trusted AIX in Security.The valid values are defined in the /etc/security/enc/

LabelEncodings file for the system. You must define the value in quotation marks (" ") if it

has white spaces. The minsl value is dominated by the maxsl value for the port.

To log in using this port, you must have an effective SL that dominates this value.

Defines the maximum sensitivity level assigned to this port.

Restriction: This attribute is valid only for Trusted AIX. For more information about Trusted
AlX, see Trusted AIX in Security.The valid values are defined in the /etc/security/enc/
LabelEncodings file. You must define the value in quotation marks (" ") if it has white
spaces. The maxsl value dominates the minsl value for the port.

To log in using this port, you must have an effective SL that this value dominates.

Defines the integrity level that is assigned to this port.

Restriction: This attribute is valid only for Trusted AIX. For more information about Trusted
AlX, see Trusted AIX in Security.The valid values are defined in the /etc/security/enc/
LabelEncodings file. You must define the value in quotation marks (" ") if it has white
spaces.

If this value is NOTL, the user's integrity labels (TLs) are ignored; if this value is not NOTL,
the user's effective TL must be equal to this value.

User-Configuration Stanzas
User-configuration stanzas provide configuration information for programs that change user attributes.
There is one user-configuration stanza: usw.

Note: Password restrictions have no effect if you are on a network using Network Information Services
(NIS). See|'Network Information Service (NIS) Overview for System Management’|in Networks and
communication management for a description of NIS.

The usw stanza defines the configuration of miscellaneous facilities. The following attributes can be

included:

Attribute
auth_type

Definition
Defines the route through which all users will be authenticated (in supported applications).
The two values to which auth_type can be set are:

PAM_AUTH
Use PAM to authenticate users via the /etc/pam.conf file

STD_AUTH
Use an application’s standard means of user authentication. This is the default
value.
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Attribute Definition
dist_uniqid Defines the system configuration for resolving ID collision for creating/modifying user/group
accounts among registries. The valid values to which dist_uniqid can be set are:

never Do not check for ID collision against the nontarget registries. This is the default
setting.

always Check for ID collision against all other registries. If a collision is detected between
the target registry and any other registry, account creation/modification fails.

unigbyname
Check for ID collision against all other registries. Collision between registries is
allowed only if the account to be created has the same name as the existing
account.

Note: ID collision detection in the target registry is always enforced regardless of the
dist_uniqid attribute.

logintimeout Defines the time (in seconds) the user is given to type the login name and the password.
The value is a decimal integer string. The default is a value of 60. The login session will
be timed out if there is no input for login name after the timer has expired.

maxlogins Defines the maximum number of simultaneous logins to the system. The format is a
decimal integer string. The default value varies depending on the specific machine license.
A value of 0 indicates no limit on simultaneous login attempts.
Note: Login sessions include rlogins and telnets. These are counted against the
maximum allowable number of simultaneous logins by the maxlogins attribute.

maxroles Defines the maximum number of roles that each session allows. This attribute is for use
with Enhanced RBAC Mode only. The valid value is an integer value between 1 and 8.
The default value is 8.

shells Defines the valid shells on the system. This attribute is used by the chsh command to
determine which shells a user can select. The value is a list of comma-separated full path
names. The default is /usr/bin/sh, /usr/bin/bsh, /usr/bin/csh, /usr/bin/ksh, or
lusr/bin/tsh.

pwd_algorithm Defines the loadable password algorithm to use when you store user passwords. A valid
value for this attribute is a stanza name that is defined in the /etc/security/pwdalg.cfg file.
The default value is crypt, which is the legacy crypt() algorithm.

Security

Access Control
This command should grant read (r) and write (w) access to the root user and members of the security

group.
Auditing Events

Event Information
S_LOGIN_WRITE File name
Examples

A typical port stanza looks like the following:
/dev/tty0:

sak_enabled = true
herald = "login to tty0:"

On Trusted AIX systems, the port stanza looks like the following example:
default:

logindisable = 3

sak_enabled = false

logintimes =
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logininterval = 0
loginreenable = 0
logindelay = 0

mins1 = IMPL_LO

maxs1 = "TS ALL"

tl =TS
Files
letc/security/login.cfg Specifies the path to the file.
etc/group) Contains the basic attributes of groups.
etc/security/group| Contains the extended attributes of groups.
etc/passwd| Contains the basic attributes of users.
etc/security/passwd| Contains password information.

etc/security/user| Contains the extended attributes of users.
Contains the environment attributes of users.
Contains the process resource limits of users.
Contains audit system configuration information.

Contains last login information.

etc/security/limits

etc/security/lastlo

letc/security/enc/LabelEncodings Contains label definitions for the Trusted AIX system.
|Ietc/security/pwdalg.cfg| Contains configuration information for loadable password
algorithms.

Related Information
The @ command, command, @ command, command, command,

command, and [sul command.

The subroutine.

in Operating system and device management.
in Security.

Ipacl Information

Purpose

Provides general information about protecting the least-privilege (LP) commands resource class and its
resources using access controls that are provided by the resource monitoring and control (RMC)
subsystem.

Description

RMC controls access to all of its resources and resource classes through access control lists (ACLS),
using two different ACL implementations. The implementation that RMC uses depends on which class is
involved. The two major differences between the implementations are in: 1) the mechanisms with which
ACLs are viewed and modified and 2) whether ACLs are associated with individual resources.

RMC implements access controls for its resources and resource classes in the following ways:
1. Through ACLs that are defined by resource class stanzas in the ctrmc.acls file.

You can view and modify these ACLs by editing the ctrmc.acls file. Use a stanza to define an ACL
that applies to a class or to define an ACL that applies to all of the resources in a class.

RMC uses this method for all of its resources and resource classes, except for the IBM.LPCommands

resource class and its resources.
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For more information about the ctrmc.acls file and the ACLs it defines, see the RSCT: Administration
Guide.

2. Through ACLs that are associated with resources and a resource class within the RMC subsystem.

You can view and modify these ACLs using LP commands. You can define an ACL that applies to a
class or an ACL that applies to an individual resource of a class.

RMC uses this method for the IBM.LPCommands resource class and its resources.

This file provides information about ACLs that are specific to the IBM.LPCommands resource class
and its resources.

The LP resource manager uses the IBM.LPCommands resource class to define LP resources. These
resources represent commands or scripts that require root authority to run, but typically the users who
need to run these commands do not have root authority. By using the LP resource manager commands,
users can run commands that require root authority. The LP resource manager commands are:

chlpecmd Changes the read/write attribute values of an LP resource

Iphistory Lists or clears a certain number of LP commands that were previously issued during the
current RMC session

Islpcmd Lists information about the LP resources on one or more nodes in a domain

mklipcmd Defines a new LP resource to RMC and specifies user permissions

rmipcmd Removes one or more LP resources from the RMC subsystem

runlpcmd Runs an LP resource

For descriptions of these commands, see RSCT for AIX 5L: Technical Reference. For information about
how to use these commands, see the RSCT: Administration Guide.

Because each LP resource can define a unique command, RMC implements ACLs for the
IBM.LPCommands class that allow access to be controlled at the individual resource level and at the
class level. RSCT provides a set of commands that you can use to list and modify the ACLs for the
IBM.LPCommands class and its resources. The LP ACL commands are:

chipclacl Changes the Class ACL

chlpracl Changes the Resource ACL

chlpriacl Changes the Resource Initial ACL

chlprsacl Changes the Resource Shared ACL

Isipclacl Lists the Class ACL

Islpracl Lists the Resource ACL

Islpriacl Lists the Resource Initial ACL

Islprsacl Lists the Resource Shared ACL

mkipcmd Defines a new LP resource to RMC and specifies user permissions

For descriptions of these commands, see RSCT for AIX 5L: Technical Reference. For information about
how to use these commands, see the RSCT: Administration Guide.

Basic ACL Structure

Typically, an ACL is composed of a list of ACL entries. Each ACL entry specifies an identity and a set of
permissions granted to that identity. The complete list of ACL entries determines how the ACL controls
access to the associated class or resource.
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A resource-associated ACL can refer to another ACL instead of containing a list of ACL entries itself. When
a resource-associated ACL refers to another ACL, the set of ACL entries in the referenced ACL controls
access to the resource.

Types of ACLs

Four types of ACLs control access to the IBM.LPCommands class and its resources, as follows:

Class ACL
A Class ACL controls access to class operations on one node. You need to have been granted
specific permissions to perform class operations, such as listing class attributes, creating class
resources, and deleting class resources.

A Class ACL is composed of a list of ACL entries. The list of ACL entries controls access to class
operations on the node. If the list is empty, no identity is permitted to perform class operations on
the node.

When you try to perform a class operation on the IBM.LPCommands class on a node — creating
a new resource, for example — RMC checks the Class ACL on that node to verify that you have
the required permission to perform the operation. If you do not have the required permission, the
operation is rejected.

One Class ACL exists on each node for the IBM.LPCommands class. Each node’s Class ACL
controls access to all IBM.LPCommands class operations on that node.

Resource ACL
A Resource ACL controls access to resource operations for one LP resource. You need to have
been granted specific permissions to perform resource operations, such as listing resource
attributes, modifying resource attributes, and running resource commands.

A Resource ACL can be composed of a list of ACL entries. In this case, the list of ACL entries
controls access to resource operations for that resource. If the list is empty, no identity is permitted
to perform resource operations for the resource.

A Resource ACL can refer to the Resource Shared ACL instead of containing a list of ACL entries
itself. In this case, the list of ACL entries in the Resource Shared ACL controls access to resource
operations for the resource. If the list is empty, no identity is permitted to perform resource
operations for the resource.

When you try to perform a resource operation on an LP resource — running an LP command, for
example — RMC first checks the Resource ACL for the selected resource to determine whether
the Resource ACL contains a list of ACL entries or whether it refers to the Resource Shared ACL.
If the Resource ACL has a list of ACL entries, RMC checks that list to verify that you have the
required permission to perform the operation. If you do not have the required permission, the
operation is rejected.

If the Resource ACL refers to the Resource Shared ACL, RMC checks the Resource Shared ACL
to verify that you have the required permission to perform the operation. If you do not have the
required permission, the operation is rejected.

One Resource ACL exists for each LP resource. When a Resource ACL refers to the Resource
Shared ACL, the Resource Shared ACL that is being referenced is the one on the same node as
the resource.

Resource Initial ACL
A Resource Initial ACL defines the initial contents of a Resource ACL created on a node.

Because a Resource Initial ACL is used to initialize Resource ACLs, a Resource Initial ACL can
contain a list of ACL entries or a reference to the Resource Shared ACL.

When a new LP resource is created, its Resource ACL is initialized as specified by the Resource
Initial ACL on the node.

One Resource Initial ACL exists on each node for the IBM.LPCommands class.
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Resource Shared ACL
A Resource Shared ACL can control access to resource operations for multiple resources on one
node.

A Resource Shared ACL is composed of a list of ACL entries. The list of ACL entries controls
access to resource operations for all of the resources on the node that refer to the Resource
Shared ACL. As with the other ACL types, the list of ACL entries can be empty.

To use this ACL, place ACL entries in it as you would in a Resource ACL. Then, modify the
Resource ACLs on the same node to refer to the Resource Shared ACL. Using the Resource
Shared ACL, you can use one list of ACL entries to control access to multiple resources on the
same node.

One Resource Shared ACL exists on each node for the IBM.LPCommands class.

ACL Entries

An RMC ACL for LP commands specifies a list of ACL entries. Each ACL entry defines a user identity and
that identity’s user permissions. A user identity is an authenticated network identity. The user permissions
specify the access that a user has to the class or to the resources.

User Identities: In an RMC ACL entry, the user identity can be in one of the following three forms:
1. [host:]host_user_identifier

Specifies a host user identifier. The optional host: keyword specifies that the user identifier can be
matched against a network identifier that is provided by the host-based authentication (HBA) security
mechanism. If the host: keyword is omitted and the entry does not take one of the other forms
described, the entry is assumed to be a host user identifier. The host user identifier can be in one of
the following three forms:

a. user_name@ host_identifier

Specifies a particular authenticated user. You can specify host_identifier in several different
formats. These formats, which are the same as when the host user identifier format is specified as
a host identifier alone, are described as follows.

b. host_identifier
Specifies any authenticated user on the host identified. The host identifier can be:
 a fully-qualified host name.
* a short host name.
* an IP address.
» the RSCT node ID. This is the 16-digit hexadecimal number, for example: 0xaf58d41372c47686.

» the keyword LOCALHOST. This keyword is a convenient shorthand notation for the RSCT node
ID of the node where the ACL exists. The LOCALHOST keyword is stored in the ACL.

» the keyword NODEID. This keyword is a convenient shorthand notation for the RSCT node ID of
the node where an ACL editing command is running. The NODEID keyword is not stored in the
ACL; the node ID that the keyword represents is actually stored in the ACL..

C. "k
Specifies any authenticated user on any host. The asterisk (*) must be enclosed in double
quotation marks when it is specified as command input.
2. none:mapped_user_identifier

Specifies a mapped name, as defined in the ctsec_map.global file or the ctsec_map.local file. For
information about mapped user identifiers, see the RSCT: Administration Guide.

3. UNAUTHENT
Specifies any unauthenticated user.

Some typical forms of a user identity are:
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user@ full_host_name
user@short_host_name
user@ip_address
user@node_ID
user@LOCALHOST
full_host_name
short_host_name
IP_address

node_ID

LOCALHOST

When you are running LP commands, the host_identifier parameter is often expected to be the RSCT
node ID. You can use the NODEID keyword to represent the node ID of the node on which the command
runs. To determine the node ID otherwise, enter:

Isrsrc IBM.Host NodelDs

To determine all of the node IDs in a management domain or a peer domain, enter:
Isrsrc -ta IBM.Host NodeIDs NodeNamelist

The node ID is displayed in decimal format. Use the hexadecimal equivalent for the host_identifier,
preceded by 0x. If the nodes are in a peer domain, enter:

Isrpnode -i

The node ID is displayed in hexadecimal. To use this value in the commands, you need to precede this
value with Ox. If the CT_CONTACT environment variable is used to specify where the RMC session
occurs, the host_identifier is expected to be a fully-qualified host name, a short host name, or an IP
address.

User Permissions: The user permissions are expressed as a string of one or more characters, each
representing a particular permission.

To compensate for the fine granularity of the permission set, RSCT provides two composite permissions.
The r permission consists of individual permissions that allow "read” types of operations. The w
permission consists of individual permissions that allow "write” types of operations. Most ACL entries will
probably use these convenient composite permissions.

The Permission Set: The next two sections show two different views of the defined permission set. The
first section describes the permission set using the composite permissions. The second section describes
the permission set using the individual permissions.

Using Composite Permissions

r Read permission.

» To view the resource attribute values for an LP resource, you need this permission for the LP
resource.

» To view the IBM.LPCommands class attribute values, you need this permission for the
IBM.LPCommands class.

* You need this permission to list the LP ACLs.

Therefore, this permission is meaningful for any LP ACL. Read permission consists of the q, |, e,
and v permissions.

w Write permission.

* To change the resource attribute values for an LP resource, you need this permission for the LP
resource.
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» To change the class attribute values for the IBM.LPCommands class, you need this permission
for the IBM.LPCommands class.

» To create or delete LP resources, you need this permission for the IBM.LPCommands class.

Therefore, this permission is meaningful for any LP ACL. Write permission consists of the d, s, ¢,

and o permissions.

Administrator permission.

» To change the Resource ACL for an LP resource, you need this permission for the LP resource.

+ To change the Class ACL, the Resource Initial ACL, or the Resource Shared ACL, you need this
permission for the IBM.LPCommands class.

Therefore, this permission is meaningful for any LP ACL.

Execute permission. To run an LP command that is defined in an LP resource, you need this
permission for the LP resource. Therefore, this permission is meaningful for the LP Resource ACL,
the Resource Initial ACL, and the Resource Shared ACL.

No permission. This permission denies you access to an LP resource or to the
IBM.LPCommands class. Therefore, this permission is meaningful for any LP ACL.

Using Individual Permissions

q

Query permission.

» To query the resource attribute values for an LP resource, you need this permission for the LP
resource.

» To query the class attribute values, you need this permission for the IBM.LPCommands class.
* You need this permission to list the LP ACLs.

Therefore, this permission is meaningful for any LP ACL.

Enumerate permission. To list the LP resources, you need this permission for the
IBM.LPCommands class. Therefore, this permission is meaningful for the Class ACL.

Event permission. To register, unregister, or query events, you need this permission for an LP
resource or for the IBM.LPCommands class. Therefore, this permission is meaningful for any LP
ACL.

Validate permission. You need this permission to validate that an LP resource handle still exists.
Therefore, this permission is meaningful for the Resource ACL, the Resource Initial ACL, and the
Resource Shared ACL.

Define and undefine permission. To create or delete LP resources, you need this permission for
the IBM.LPCommands class. Therefore, this permission is meaningful for the Class ACL.

Refresh permission. To refresh the IBM.LPCommands class configuration, you need this
permission for the IBM.LPCommands class. Therefore, this permission is meaningful for the
Class ACL.

Set permission.

» To set resource attribute values for an LP resource, you need this permission for the LP
resource.

* To set class attribute values, you need this permission for the IBM.LPCommands class.
Therefore, this permission is meaningful for any LP ACL.

Onlineg, offline, and reset permission. Because LP resources do not support the online, offline, and
reset operations, this permission has no meaning in LP ACLs.

Administrator permission.
» To change the Resource ACL for an LP resource, you need this permission for the LP resource.
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» To change the Class ACL, the Resource Initial ACL, or the Resource Shared ACL, you need this
permission for the IBM.LPCommands class.

Therefore, this permission is meaningful for any LP ACL.

X Execute permission. To run an LP command that is defined in an LP resource, you need this
permission for the LP resource. Therefore, this permission is meaningful for the LP Resource ACL,
the Resource Initial ACL, and the Resource Shared ACL.

0 No permission. This permission denies you access to an LP resource or to the
IBM.LPCommands class. Therefore, this permission is meaningful for any LP ACL.

Some permission characters have no meaning in certain types of ACLs. For example, the | permission has
no meaning in a Resource ACL. A permission character that has no meaning in a certain type of ACL can
be present in the ACL with no ill effect. For example, the I permission can be specified in an ACL entry of
a Resource ACL. The presence of meaningless permissions in ACL entries is inevitable when the
composite permissions are used.

In addition to the permissions that are granted explicitly by ACL entries, the root mapped identity always
has query and administrator permission for ACL operations. If an ACL is set so that all access is denied,
the root mapped identity can still be used to change the ACL, due to its implicit authority.

The system administrator needs to determine how ACLs should be defined for the IBM.LPCommands
class and its resources. This depends on which operations users are required to perform.

Security

* To use the LP commands that change the Class ACL, the Resource Initial ACL, and the Resource
Shared ACL, you must have query and administrator permission for the IBM.LPCommands class.

* To use the LP command that changes a Resource ACL for an LP resource, you must have query and
administrator permission for the LP resource.

* To use the LP commands that list the Class ACL, the Resource Initial ACL, and the Resource Shared
ACL, you must have query permission for the IBM.LPCommands class.

» To use the LP command that lists a Resource ACL for an LP resource, you must have query permission
for the LP resource.

The Security section of each LP command description indicates which permissions are required for the
command to run properly.

Examples

Some examples of how to modify the LP ACLs follow. In these examples, the commands are run on a
management server for a group of nodes in a management domain. The management server is named
ms_node and the managed nodes are called mc_node1, mc_node2, and so forth. In a management
domain, it is most likely that the LP resources will be defined on the management server and the LP
commands themselves will be targeted to the managed nodes. In these examples, the Resource Shared
ACL is not used because separate permissions are desired for the individual LP resources. These
examples assume that the LP resources have not yet been defined using the mklpemd command.

1. You want to define the Ipadmin ID to be the administrator for the LP commands. This ID will have the
authority to modify the LP ACLs. You also want to give this ID read and write permission to be able to
create, delete, and modify the LP resources. To set this up, use the root mapped identity to run these
commands on the management server:

chlpclacl 1padmin@LOCALHOST rwa
chlpriacl 1padmin@LOCALHOST rwa

These commands define the Ipadmin ID on the management server as having administrator, read, and
write permission for the IBM.LPCommands class and for the Resource Initial ACL. The Resource
Initial ACL is used to initialize a Resource ACL when an LP resource is created. Therefore, when an
LP resource is created, the Ipadmin ID will have administrator, read, and write permission to it.
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2. The Ipadmin ID can now create LP resources that define the LP commands that are needed. See the
mklpcmd command for a description on how to create the LP resources. Access to the LP resources
can be defined using the mklpemd command or the chlpracl command. When the resource is
created, the Resource Initial ACL is copied to the Resource ACL. To modify the Resource ACL using
the chlpracl command so that joe will be able to use the runlpecmd command for the resource named
SysCmd1, the Ipadmin ID runs this command on the management server:

chlpracl SysCmdl joe@LOCALHOST x

This gives joe on the management server execute permission to the SysCmd1 resource so he can
use the runlpecmd command.

3. In this example, only the Ipadmin ID has permission to create, delete, and modify LP resources. Use
the chlpclacl command to let other users create and delete LP resources. In this case, they need to
have write access to the class. To be able to list the resources in the IBM.LPCommands class, read
permission is required. Read permission on a Resource ACL allows a user to view that LP resource.
Write permission on a Resource ACL allows a user to modify that LP resource. To allow joe to view
the LP resource named SysCmd1, the Ipadmin ID runs this command on the management server:

chlpracl SysCmdl joe@LOCALHOST r

4. There are several nodes in a peer domain. There is an LP resource called SysCmdB1 on nodeB for
which joe needs execute permission. In addition, joe needs to have execute permission from nodes
nodeA, nodeB, and nodeD. If you run the chlpracl command on nodeB, you can use
joe@LOCALHOST for nodeB, but you need to determine the node IDs for nodeA and nodeD. To
obtain the node IDs, enter:

Isrpnode -i

The output will look like this:
Name OpState RSCTVersion NodeNum NodelID

nodeA Online 2.4.2.0 2 48ce221932ae0062
nodeB  Online 2.4.2.0 1 7283ch8de374d123
nodeC Online 2.4.2.0 4 b3eda8374bc839de
nodeD Online 2.4.2.0 5 374bdche384ed38a
nodeE  Online 2.4.2.0 2 ba74503cea374110
nodeF  Online 2.4.2.0 1 4859dfbd44023e13
nodeG Online 2.4.2.0 4 68463748bcc7e773

Then, to give joe the permissions as stated above, run on nodeB:

chlpracl SysCmdl -1 joe@LOCALHOST joe@0x48ce221932ae0062 \
joe@0x374bdche384ed38a x

Related Information

Books: RSCT: Administration Guide, for information about:
» the LP resource manager

* how to use ACLs

Commands: chipclacl, chlpracl, chipriacl, chiprsacl, chipcmd, Iphistory, Islpclacl, Islpcmd, Islpracl,
Islpriacl, Islprsacl, Isrpnode, Isrsrc, mkipcmd, rmipcmd, runipcmd

Files: ctrmc.acls, ctsec_map.global, ctsec_map.local

.maildelivery File for MH

Purpose
Specifies actions to be taken when mail is received.
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Description

The $HOME/.maildelivery file contains a list of actions the slocal command performs on received mail.
The [slocall command reads the $SHOME/.maildelivery file and performs the specified actions when you
activate it.

Specify your own mail delivery instructions in the $HOME/.maildelivery file. Each line in the
$HOME/.maildelivery file describes an action and the conditions under which the action should be
performed. The following five parameters must be present in each line of the file. These parameters are
separated by either commas or space characters:

Blank lines in the .maildelivery file are ignored. A # (pound sign) in the first column indicates a comment.
The file is read from beginning to end, so several matches can be made with several actions. The
.maildelivery file should be owned by the user, and the owner can be the only one with write access.

If the SHOME/.maildelivery file cannot be found or does not deliver the message, the
letc/mh/maildelivery file is used in the same manner. If the message has still not been delivered, it is put
in the user’s mail drop. The default mail drop is the /usr/mail/$USER file.

The MH package contains four standard programs that can be run as receive-mail hooks: the
[rcvpack| rcvstore] and [revtty] commands.

Parameters
Field Specifies a header component to be searched for a pattern to match the Pattern parameter. Specify
one of the following values for the Field parameter:

Component
Specify the header component you want to be searched; for example, From or cc.

* Matches everything.
addr  Searches whatever field was used to deliver the message to you.
default Matches only if the message has not been delivered yet.

Source
Specifies the out-of-band sender information.
Pattern Specifies the character string to search for in the header component given by the Field parameter.
For example, if you specified From in the Field parameter, the Pattern parameter might contain an
address like sarah@mephisto.

The Pattern parameter is not case-sensitive. The character string matches any combination of

uppercase and lowercase characters. Specify a dummy pattern if you use an * (asterisk) or specify
default in the Field parameter.
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Action

Result

Specifies an action to take with the message if it contains the pattern specified in the Pattern
parameter. Specify the following values:

file or >
Appends the message to the file specified with the "String” parameter. If the message can
be written to the file, the action is considered successful. The Delivery-Date: header
component is added to the message to indicate when the message was appended to the
file.

pipe or |
Pipes the message as standard input to the command specified with the "String” parameter.
The shell interprets the string. If the exit status from the command is O, the action is

considered successful. Prior to being given to the shell, the string is expanded with the
following built-in variables:

$(Address)
Address used to deliver the message.

$(Size) Size of the message in bytes.

$(reply-to)
Either the Reply-To: or From: header component of the message.

When a process is started with the pipe mechanism, the environment of the process is set
as follows:

» User and group IDs are set to the recipient’s IDs.

» Working directory is the recipient’s directory.

* The value of the umask variable is 0077.

* Process has no /dev/tty special file.

» Standard input is set to the message.

» Standard output and diagnostic output are set to the /dev/INULL special file. All other file
descriptors are closed. The $USER, $SHOME, and $SHELL environmental variables are
set appropriately; no other environment variables exist.

The formula for determining the amount of time the process is given to execute is:
bytes in message x 60 + 300 seconds.

After that time, the process is terminated.

If the exit status of the program is 0, it is assumed that the action succeeded. Otherwise, the
action is assumed unsuccessful.

qpipe or A
Acts similarly to pipe, but executes the command directly after built-in variable expansion
without assistance from the shell. If the exit status from the command is 0, the action is
successful.

destroy

Destroys the message. This action always succeeds.
Indicates how the action should be performed. You can specify one of the following values for this
parameter:

A Performs the action. If the action succeeds, the message is considered delivered.
R Performs the action. Even if the action succeeds, the message is not considered delivered.
? Performs the action only if the message has not been delivered. If the action succeeds, the

message is considered delivered.
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"String” Specifies the file to which the message can be appended if you use the file value for the Action

parameter.
If you use the pipe or the qpipe value, the "String” parameter specifies the command to execute.

If you use the destroy value as the Action parameter, the "String” parameter is not used, but you
must still include a dummy " String” parameter.

Note: To be notified that you have mail, you must specify the revtty command in the .maildelivery file.

Examples

1.

To save a message in a particular file, enter:
From george file A george.mail

This example directs the command to search the From header line in messages. When the
slocal command finds a message from george, it files the message in a file called george.mail.

2. To save a copy of a message in a file, enter:
addr manager > R proj_X/statlog
This example directs the slocal command to search the address fields in messages. When it finds a
message for the project manager, the slocal command files a copy of the message in a file called
proj X/statlog. The original message is not considered delivered (the R value), so the message is still
treated as mail and you will be notified as usual.

3. To be notified that you have received mail, enter:
* - | R "/usr/1ib/mh/rcvtty /home/sarah/allmail"
In this example, the /home/sarah/allmail file contains the line:
echo "You have mail\n"
The /home/sarah/allmail file must have execute permission. When you have mail, the words You have
mail are displayed on your console.

4. To forward a copy of a message, enter:
addr manager | A "/usr/1ib/mh/rcvdist amy"
This example directs the slocal command to search the address fields in messages. When it finds a
message to the project manager, the slocal command sends a copy of the message to amy. The
original message is not affected. The action is always performed (the A value). The command that the
slocal command reads to distribute the copy to another user is the revdist command.

5. To save any undelivered messages, enter:
default - > ? mailbox
This example directs the slocal command to find all undelivered messages. The - (dash) is a
placeholder for the Pattern parameter. The > (greater than sign) instructs the slocal command to file
the messages it finds. The ? (question mark) instructs the slocal command to respond only to
undelivered messages. The name of the file to store undelivered messages is mailbox.

Files

$HOME/.forward Searched by the sendmail command when mail is received, contains either

the path of a machine to which to forward mail or a line to start the slocal
command.
/usr/mail/$SUSER Provides the default mail drop.
Iusr/Iib/mh Contains the slocal command that reads the .maildelivery file.
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letc/mh/maildelivery Contains the mail delivery instructions that the slocal command reads if none
are specified in the $HOME/.maildelivery file.
$SHOME/.maildelivery Specifies mail-related actions for the slocal command to perform.

Related Information

command, command, command, command, command,

command.

The [mtstailod file.
/usr/lib/security/methods.cfg File

Purpose
Contains the information for loadable authentication module configuration.

Description

The /usrl/lib/security/methods.cfg file is an ASCII file that contains stanzas with loadable authentication
module information. Each stanza is identified by a module name followed by a colon (:) and contains
attributes in the form Attribute=Value. Each attribute ends with a new-line character and each stanza ends
with an additional new-line character.

Note: If you are using Common Desktop Environment (CDE), you must restart the desktop login manager
(dtlogin) for any changes to take effect. Restarting dtlogin will prevent CDE login failure by using
the updated security mechanisms. Please read the /usr/d/README file for more information.

Each stanza can have the following attributes:

Attribute Description

domain Specifies a free-format ASCII text string that is used by the loadable authentication module to
select a data repository. This attribute is optional.

netgroup Indicates netgroup enablement for this module. The following behaviors will be turned on:

1. Users defined in the /etc/security/user file as members of the module’s registry (for example,
having registry=LDAP and SYSTEM=LDAP) will not be able to authenicate as module users.
These users will now become nis_module users and will require native NIS netgroup
membership. To fully enable nis_module netgroup users, corresponding entries in
letc/security/user must have registry and SYSTEM value removed or set to compat.

2. The registry value of compat is now supported. However, only nis_module users will show
compat as their registry. Other users will show their absolute registry value.

3. The meaning of registry=compat will be expanded to include modules supporting netgroup.
For example, if the LDAP module is netgroup enabled, compat will include the following
registries: files, NIS and LDAP.
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Attribute
options

program

program_64

Description

Specifies an ASCII text string containing optional values that are passed to the loadable
authentication module upon initialization. The supported values for each module are described by
the product documentation for that loadable authentication module.

The options attribute takes the following pre-defined values:

auth=module
Specifies the module to be used to perform authentication functions for the current
loadable authentication module

authonly
Indicates that the loadable authentication module only performs authentication
operations. User and group information must be provided by a different module,
specified by the db= option. If not by a module, then user and group information must
be provided by the local files database.

db=module
Specifies the module to be used for providing user and group information for the current
loadable authentication module

dbonly Indicates that the loadable authentication module only provides user and group
information and does not perform authentication functions. Authentication operations
must be performed by a different load module, specified by the auth= option. If the
auth= option is not specified, all authentication operations fail.

netgroup
Indicates netgroup enabling of this module. The following behaviors will be turned on:

1. Users defined in /etc/security/user as members of the module’s registry (for
example, having registry=LDAP and SYSTEM=LDAP) will not be able to authenticate
as module users. These users will now become nis_module users and will require
native NIS netgroup membership. To fully enable nis_module netgroup users,
corresponding entries in /etc/security/user must have registry and SYSTEM values
removed or set to compat.

2. The registry value of compat is now supported, however, only nis_module users will
show compat as their registry value. Other users will show their absolute registry
value.

3. The meaning of registry compat will be expanded to include modules supporting
netgroup. For example, if LDAP module is netgroup-enabled, compat will include the
following registries: files, NIS and LDAP.

noprompt
The initial password prompt for authentication operations is suppressed. The loadable
authentication module would then control all password prompting.

rootrequiresopw
Determines whether the root user is prompted for the old password for this loadable
authentication module when changing another user’s password. If you want to disable
the prompt of the old password, set this option to False. The default value is True.

You can only use the auth=module and db=module value strings for complex loadable
authentication modules, which may require or be used with another loadable authentication
module to provide new functionality.

The authonly and dbonly values are invalid for complex modules.

You can use the noprompt value for any kind of module.

Names the load module containing the executable code that implements the loadable
authentication method.

Names the load module containing the executable code that implements the loadable
authentication method for 64-bit processes.
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Security

Access Control: This file should grant read (r) and write (w) access to the root user only and read (r)
access to the security group and all other users.

Examples

1.

To indicate that the loadable authentication module is located in the file /usr/1ib/security/DCE, enter:
program = /usr/lib/security/DCE

2. To indicate that the loadable authentication module only should provide authentication functions, enter:
options = authonly
3. The following example contains configuration information for the LDAP simple loadable authentication
module:
LDAP:
program = /usr/1ib/security/LDAP
program 64 = /usr/1ib/security/LDAP64
The "LDAP” stanza gives the name of the module, used by the SYSTEM and registry attributes for a
user. The name does not have to be the same as the file name given for the program attribute.
4. The following example contains configuration information for the KERBEROS complex loadable
authentication module:
KERBEROS :
program = /usr/1ib/security/KERBEROS
program 64 = /usr/1ib/security/KERBER0OS64
options = authonly,db=LDAP
The "KERBEROS" stanza gives the name of the module as used by the SYSTEM and registry
attributes for a user. This name does not have to be the same as the name of the file given for the
program attribute. The options attribute indicates that the user and group information functions are to
be performed by the module described by the "LDAP” stanza (in example 3).
Files

lusr/lib/security/methods.cfg

Specifies the path to the file.

letc/passwd

Contains basic user attributes.

letc/security/user

Contains the extended attributes of users.

lusr/dt/README

Contains dtlogin information.

Related Information

The command, command, command, command, @l command.

The getauthdb and setauthdb subroutines.

[Loadable Authentication Module Programming Interface|in AIX Version 6.1 Kernel Extensions and Device

Support Programming Concepts

mhl.format File

Purpose
Controls the output format of the mhl command.
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Description

The /etc/mh/mhl.format file controls the output format of the mhl command when the mhl command
functions as the message listing program. The /etc/mh/mhl.format file is the default attributes file. The
mhl.digest, mhl.forward, and mhl.reply files must be specified before use.

Each line of the mhl.format file must have one of the following forms:

Form
:Comment

:ClearText

Component:[Variable,...]
Variable[ Variable,...]

Definition

Contains the comments specified by the Comment field that are
ignored.

Contains text for output (ClearText). A line that contains a : (colon)
only produces a blank output line.

Defines the format of the specified Component.

Applies the value specified by the Variable field only to the preceding
component if the value follows that component. Lines having other
formats define the global environment.

The entire mhl.format file is parsed before output processing begins.
Therefore, if the global setting of a variable is defined in multiple
places, the last global definition for that variable describes the current
global setting.

The following table lists the mhl.format file variables and parameters.

Table 3. File Variables for the mhl.format File

Parameter Variable Description

Width integer Sets the screen width or component
width.

Length integer Sets the screen length or component
length.

OffSet integer Indents the Component parameter the
specified number of columns.

OverflowText string Outputs the String parameter at the
beginning of each overflow line.

OverflowOffset integer Indents overflow lines the specified
number of columns.

CompWidth integer Indents component text the specified
number of columns after the first line
of output.

Uppercase flag Outputs text of the Component
parameter in all uppercase
characters.

NoUppercase flag Outputs text of the Component
parameter in the case entered.

ClearScreen flag/G Clears the screen before each page.

NoClearScreen flag/G Does not clear the screen before
each page.

Bell flag/G Produces an audible indicator at the
end of each page.

NoBell flag/G Does not produce an audible indicator

at the end of each page.
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Table 3. File Variables for the mhl.format File (continued)

Parameter

Variable

Description

Component

string/L

Uses the String parameter as the
name for the specified the
Component parameter instead of the
string Component.

NoComponent

flag

Does not output the string
Component for the specified
Component parameter.

Center

flag

Centers the Component parameter on
line. This variable works for one-line
components only.

NoCenter

flag

Does not center the Component
parameter.

LeftAdjust

flag

Strips off the leading white space
characters from each line of text.

NoLeftAdjust

flag

Does not strip off the leading white
space characters from each line of
text.

Compress

flag

Changes new-line characters in text
to space characters.

NoCompress

flag

Does not change new-line characters
in text to space characters.

FormatField

string

Uses String as the format string for
the specified component.

AddrField

flag

The specified Component parameter
contains addresses.

DateField

flag

The specified Component parameter
contains dates.

Ignore

unquoted string

Does not output component specified
by String.

Variables that have integer or string values as parameters must be followed by an = (equal sign) and the
integer or string value (for example, overflowoffset=5). String values must also be enclosed in double
quotation marks (for example, overflowtext="**x"). A parameter specified with the /G suffix has global
scope. A parameter specified with the /L suffix has local scope.

Examples

The following is an example of a line that could be displayed in the mhl.format file:

width=80,1ength=40,clearscreen,overflowtext="**x"_  overflowoffset=5

This format line defines the screen size to be 80 columns by 40 rows, and specifies the screen should be
cleared before each page (clearscreen). The overflow text should be flagged with the *** string, and the

overflow indentation should be 5

Files

/etc/mh/mhl.format
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Related Information
The [ap] command, [dp| command, jmhl command, command.

.mh_profile File

Purpose
Customizes the Message Handler (MH) package.

Description

Each user of the MH package is expected to have a $SHOME/.mh_profile file in the home directory. This
file contains a set of user parameters used by some or all of the MH programs. Each line of the file has
the following format:

Profile-Entry: Value

Profile Entries

This table describes the profile entry options for the .mh_profile file. Only Path: is required. Each profile
entry is stored in either the .mh_profile file or the UserMHDirectorylcontext file.

Table 4. Profile Entry Options for the .mh_profile File

Profile Entry and Description Storage File Default Value

Path:  The path for theUserMHDirectory directory. mh_profile None

The usual location is SHOME/Mail.

mh_profile UserMHDirectory Icontext
context:

The location of the MH context file.

ntex inbox
Current- Folder: context bo

Tracks the current open folder.

mh_profile None
Previous- Sequence: -P

The Messages or Message sequences
parameter given to the program. For each
name given, the sequence is set to 0. Each
message is added to the sequence. If not
present or empty, no sequences are defined.

mh_profile None
Sequence- Negation: -P

The string negating a sequence when
prefixed to the name of that sequence. For
example, if set to not, not seen refers to all
the messages that are not a member of the
sequence seen.

mh_profile None
Unseen- Sequence: -P

The sequences defined as messages recently
incorporated by the inc command. For each
name given, the sequence is set to 0. If not
present, or empty, no sequences are defined.
Note: The show command removes
messages from this sequence after viewing.
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Table 4. Profile Entry Options for the .mh_profile File (continued)

Profile Entry and Description

Storage File

Default Value

.mh_sequences:
The file, in each folder, defining public
sequences. To disable the use of public
sequences, leave the value of this entry
blank.

mh_profile

.mh_sequences

atr- SequenceFolder:
Tracks the specified sequence in the
specified folder.

context

None

Editor:
The editor to be used by the comp, dist,
forw, and repl commands.

mh_profile

prompter

Msg-Protect:
Defines octal protection bits for message
files. The chmod command explains the
default values.

mh_profile

0644

Folder- Protect:
Defines protection bits for folder directories.
The chmod command explains the default
values.

mh_profile

0711

Program:
Sets default flags to be used when the MH
program specified by the MH program field is
started. For example, override the Editor:
profile entry when replying to messages by
entering: repl: -editor /usr/bin/ed

mh_profile

None

LastEditor-next:
The default editor after the editor specified by
the Editor: field has been used. This takes
effect at the What now? field of the comp,
dist, forw, and repl commands. If you enter
the editor command without a parameter to
the What now? field, the editor specified by the
LastEditor-next: field is used.

mh_profile

None

Folder-Stack:
The contents of the folder stack of the folder
command.

context

None
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Table 4. Profile Entry Options for the .mh_profile File (continued)

Profile Entry and Description

Storage File

Default Value

Alternate- Mailboxes:
Indicates your address to the repl and scan
commands. The repl command is given the
addresses to include in the reply. The scan
command is informed the message originated
from you. Host names should be the official
host names for the mailboxes you indicate.
Local nicknames for hosts are not replaced
with their official site names. If a host is not
given for a particular address, that address
on any host is considered to be your current
address. Enter an * (asterisk) at either end or
both ends of the host mailbox to indicate
pattern matching.
Note: Addresses must be separated by a
comma.

mh_profile

$LOGNAME

Draft-Folder:
Indicates a default draft folder for the comp,
dist, forw, and repl commands.

mh_profile

None

digest- issue- List:
Indicates to the forw command the last issue
of the last volume sent for the digest List.

context

None

digest- volume- List:
Indicates to the forw command the last
volume sent for the digest List.

context

None

MailDrop:
Indicates to the inc command your mail drop,
if different from the default. This is
superseded by the $SMAILDROP environment
variable.

mh_profile

lusr/mail/$USER

Signature:
Indicates to the send command your mail
signature. This is superseded by the
$SIGNATURE environment variable.

mh_profile

None

Profile Elements

The following profile elements are used whenever an MH program starts another program. You can use

the .mh_profile file to select alternate programs.

Profile Element Path

fileproc: lusr/bin/refile
incproc: lusr/bin/inc
installproc: lusr/lib/mh/install-mh
Tproc: lusr/bin/more
mailproc: /usr/bin/mhmail
mhlproc: lusr/lib/mh/mhl
moreproc: lusr/bin/more
mshproc: lusr/bin/msh
packproc: lusr/bin/packf
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Profile Element
postproc:
rmmproc:
rmfproc:
sendproc:
showproc:
whatnowproc:
whomproc:

Path
lusr/lib/mh/spost
None
lusr/bin/rmf
lusr/bin/send
lusr/bin/more
/usr/bin/whatnow
lusr/bin/whom

Environment Variables

Variable
$MH

$MHCONTEXT
$MAILDROP
$SIGNATURE
$HOME

$TERM

$Seditalt

$mhdraft
$mhfolder

Examples

Description
Specifies a profile for an MH program to read. When you start an MH program, it reads the
.mh_profile file by default. Use the $MH environment variable to specify a different profile.

If the file of the $MH environment variable does not begin with a / (slash), it is presumed to start
in the current directory. The / indicates the file is absolute.

Specifies a context file that is different from the normal context file specified in the MH profile. If
the value of the $SMHCONTEXT environment variable is not absolute, it is presumed to start from
your MH directory.

Indicates to the @command the default mail drop. This supersedes the MailDrop: profile entry.
Specifies your mail signature to theand commands. This supersedes the Signature:
profile entry.

Specifies your home directory to all MH programs.

Specifies your terminal type to the MH package. In particular, these environment variables tell the
and commands how to clear your terminal, and give the width and length of your
terminal in columns and lines, respectively.

Specifies an alternate message. This is set by the and commands during edit sessions
so you can read the distributed message or the answered message. This message is also
available through a link called @ (at sign) in the current directory, if your current directory and the
message folder are on the same file system.

Specifies the path name of the working draft.

Specifies the folder containing the alternate message. This is set by the dist and repl commands
during edit sessions, so you can read other messages in the current folder besides the one being
distributed. The $mhfolder environment variable is also set by the [show} [prev] and [next]
commands for use by the mhl command.

The following example has the mandatory entry for the Path:field. The option -alias aliases is used
when both the send and fali] commands are started. The [aliases]file resides in the mail directory. The
message protection is set to 600, which means that only the user has permission to read the message
files. The signature is set to Dan Carpenter, and the default editor is vi.

Path: Mail

send: -alias aliases

ali: -alias aliases

Msg-Protect: 600

Signature: Dan Carpenter

Editor: /usr/bin/vi

Files

SHOME/.mh_profile Contains the user profile.

UserMHDirectorylcontext Contains the user context file.

Folderl.mh_sequences Contains the public sequences for the folder specified by the Folder
variable.
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Related Information
The [chmod| command, [comp] command, [dist| command, fenv] command, [folder] command, [forw]

command, finc command, |install_mh|command, mhI| command, [nexi command, |post| command, |pre!|
command, [repl] command, [scan] command, [send command, [show] command, [whatnow] command.

mibll.my File

Purpose
Provides sample input to the mosy command.

Description

The /usr/samples/snmpd/mibll.my file is a sample input file to the mosy command, which creates an
objects definition file for use by the snmpinfo command. This file is part of Simple Network Management
Protocol Agent Applications in Network Support Facilities. The mosy compiler requires its input file to
contain the ASN.1 definitions as described in the Structure and Identification of Management Information
(SMI) RFC 1155 and the Management Information Base (MIB) RFC 1213. The mibll.my file contains the
ASN.1 definitions from the MIB RFC 1213 (MIB 1l). RFC is the abbreviation for Request for Comments.

Comments are specified by - - (two dashes). A comment can begin at any location after the comment sign
and extend to the end of the line.

The mibll.my file begins with a definition of the SNMP subtree of the MIB, as assigned by the Internet
Activities Board (IAB). This definition contains the name of the RFCs from which the ASN.1 definitions are
obtained.

RFC1213-MIB {iso org(3) dod(6) internet(1l) mgmt(2) 1 }
DEFINITIONS ::= BEGIN

IMPORTS
mgmt, NetworkAddress, IpAddress,
Counter, Gauge, TimeTicks
FROM RFC1155-SMI
OBJECT-TYPE
from RFC-1213;

mib-2 OBJECT IDENTIFIER ::= { mgmt 1 }-- MIB-II
system OBJECT IDENTIFIER ::= { mib-2 1 }
interfaces OBJECT IDENTIFIER ::= { mib-2 2 }
at OBJECT IDENTIFIER ::= { mib-2 3}
ip OBJECT IDENTIFIER ::= { mib-2 4 }
icmp OBJECT IDENTIFIER ::= { mib-2 5 }
tecp OBJECT IDENTIFIER ::= { mib-2 6 }
udp OBJECT IDENTIFIER ::= { mib-2 7 }
egp OBJECT IDENTIFIER ::= { mib-2 8 }
-- cmot OBJECT IDENTIFIER ::= { mib-2 9 }
transmission OBJECT IDENTIFIER ::= { mib-2 10}
snmp OBJECT IDENTIFIER ::= { mib-2 11}

The file must contain the ASN.1 definition for each MIB variable. The ASN.1 definition is presented in an
OBJECT-TYPE macro.

Following is the format of an OBJECT-TYPE macro:
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ObjectDescriptor OBJECT-TYPE

SYNTAX ObjectSyntax
ACCESS AccessMode
STATUS StatusType

DESCRIPTION  Description
::= {ObjectGroup Entry}

The following definitions describe the pieces of the macro:

Macro Description

ObjectDescriptor Indicates the textual name assigned to the MIB variable being defined. See RFC
1155 for the definition of the ObjectDescriptor variable.

ObjectSyntax Indicates the abstract syntax for the object type. It must be one of:
* INTEGER

* OCTET STRING or DisplayString
+ OBJECT IDENTIFIER

* NULL

* Network Address

» Counter

* Gauge

e TimeTicks

e Opaque

See RFC 1155 for definitions of each ObjectSyntax variable.
AccessMode Specifies the permissions of the object, which can be either:

* read-only
» read-write
* write-only
e not-accessible

See RFC 1155 for definitions of each AccessMode variable.
StatusType Specifies the status of the object, which can be either:

* mandatory
» optional
» deprecated
» obsolete

See RFC 1155 for definitions of each StatusType variable.

Description Specifies a textual description of the purpose of the MIB variable being defined.

ObjectGroup Defines the object group for this MIB variable. The ObjectGroup variable identifies the
subtree for the MIB variable. See RFC 1213 for information on object groups.

Entry Defines the unique location of the MIB variable in the ObjectGroup variable.

The ObjectGroup and Entry variables are used to specify the unique numerical object identifier for each
MIB variable. See RFC 1155 for an explanation of the object identifier.

See RFC 1155 for further information on the OBJECT-TYPE macro.

This sample mibll.my file was created by extracting the definitions from Chapter 6, "Definitions,” of RFC
1213. This file is shipped as /usr/samples/snmpd/mibll.my.

Examples
The following example of an OBJECT-TYPE macro describes the sysDescr managed object:
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sysDescr OBJECT-TYPE

SYNTAX DisplayString (SIZE (0..255))
ACCESS read-only

STATUS mandatory

DESCRIPTION A textual description of the entity.

This value should include the full name and
version identification of system's hardware
type,software operating-system, and networking
software. It is mandatory that this only
contain printable ASCII characters.

::= { system 1 }
Files
lusr/samples/snmpd/mibll.my Specifies the path of the mibll.my file.
fusr/samples/snmpd/smi.my| Defines the ASN.1 definitions by which the SMI is defined in
RFC 1155.
etc/mib.defs| Defines the Management Information Base (MIB) variables the

snmpd agent should recognize and handle. This file is in the
format which the snmpinfo command requires.

Related Information
The command, command.

The [smi.myj file.

Management Information Base (MIB)| and [Terminology Related to Management Information Base (MIB)|
Variables|in AIX Version 6.1 Communications Programming Concepts.

RFC 1155, RFC 1213.

Rose, Marshall T. The Simple Book, An Introduction to Internet Management. Englewood Cliffs, NJ,
Prentice Hall, 1994.

mkuser.default File

Purpose
Contains the default attributes for new users.

Description

The /usr/lib/security/mkuser.default file contains the default attributes for new users. This file is an ASCII
file that contains user stanzas. These stanzas have attribute default values for users created by the
mkuser command. Each attribute has the Attribute=Value form. If an attribute has a value of $USER, the
mkuser command substitutes the name of the user. The end of each attribute pair and stanza is marked
by a new-line character.

There are two stanzas, user and admin, that can contain all defined attributes except the id and admin
attributes. The mkuser command generates a unique id attribute. The admin attribute depends on
whether the -a flag is used with the mkuser command.

For a list of the possible user attributes, see the command.
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Security

Access Control: If read (r) access is not granted to all users, members of the security group should be
given read (r) access. This command should grant write (w) access only to the root user.

Examples
A typical user stanza looks like the following:

user:
pgroup = staff
groups = staff
shell = /usr/bin/ksh
home = /home/$USER
authl = SYSTEM

Files

lust/lib/security/mkuser.default Specifies the path to the file.

Related Information
The command, command.

in Security.

mtstailor File for MH

Purpose
Tailors the Message Handler (MH) environment to the local environment.

Description

The entries located in the /etc/mh/mtstailor file specify how MH commands work. The following list
describes the file entries and their default values. All of the file entries are optional.

Entry Description

localname: Specifies the host name of the local system. If this entry is not defined, MH queries the
system for the default value.

systemname: Specifies the host name of the local system in the UUCP domain. If this entry is not
defined, MH queries the system for the default value.

mmdfldir: Specifies the location of mail drops. If this entry is present and empty, mail drops are

located in the user's $HOME directory. If this entry does not exist, mail drops are located in
the /usr/mail directory.

mmdf1fil: Specifies the name of the file used as the mail drop. If this entry is not defined, the default
file name is the same as the user name.
mmdeTliml: Specifies the beginning-of-message delimiter for mail drops. The default value is four Ctrl +

A key sequences followed by a new-line character (. 001. 001. 001. 001. 012). A Ctrl + A
key sequence is a nonprintable character not displayed on the screen.

mmdelim2: Specifies the end-of-message delimiter for mail drops. The default value is four Ctrl + A key
sequences followed by a new-line character (. 001. 001. 001. 001. 012). A Ctrl + A key
sequence is a nonprintable character not displayed on the screen.
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Entry Description

mmailid: Specifies whether support for the MMaillD variable in the file is enabled. If the
mmailid: entry is set to a nonzero value, support is enabled. The pw_gecos: field in the
letc/passwd file has the following form:

My Full Name MailID

When support for the MMaillD variable is enabled, the internal MH routines that deal with
user and full names return the MaillD variable and the My Full Name, respectively. The
default value is 0.

lockstyle: Specifies the locking discipline. A value of 0 (zero) uses the lockf system call to perform
locks. A value of 1 creates lock names by appending .1ock to the name of the file being
locked. The default is 0 (zero).

Tockldir: Specifies the directory for locked files. The default value is the /etc/locks file.

sendmail: Specifies the path name of the [sendmaill command. The default value is the
lusr/lib/sendmail file.

maildelivery: Specifies the path name of the file containing the system default mail delivery instructions.
The default value is the /etc/mh/maildelivery file.

everyone: Specifies the users to receive messages addressed to everyone. All users having UIDs

greater than the specified number (not inclusive) receive messages addressed to everyone.
The default value is 200.

Files

/etc/mh/mtstailor Contains MH command definitions.

Related Information
Thecommand.

The|.maildelivery File for MH]file, [etc/passwd file.

mrouted.conf File

Purpose
Default configuration information for the multicast routing daemon mrouted.

Description

The /etc/mrouted.conf configuration file contains entries that provide configuration information used by
mrouted. You can specify any combination of these entries in this file.

The file format is free-form; white space and newline characters are not significant. The phyint, tunnel,
and name entries can be specified more than once. The boundary and altnet values can be specified as
many times as necessary.

The following entries and their options can be used in the mrouted.conf file:

phyint /ocal_addr [disable] [metric m] [threshold {] [rate_limit b] [boundary

(boundary_name | scoped_addrimask_len)] [altnet network/mask_len]
The phyint entry can be used to disable multicast routing on the physical interface identified by
the local IP address local_addr, or to associate a non-default metric or threshold with the specified
physical interface. The local IP address can be replaced by the interface name (for example, 1e0).
If a physical interface is attached to multiple IP subnets, describe each additional subnet with the
altnet option. Phyint entries must precede tunnel entries.
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The options for the phyint entry and the actions they generate are as follows:

local_addr

disable

Specifies the local address, using either an IP address or an interface name, such as en0.

Disables multicast routing on the physical interface identified by local_adar.

metric m

Specifies the "cost” associated with sending a datagram on the given interface or tunnel.
This option can be used to influence the choice of routes. The default value of mis 1.
Metrics should be kept as small as possible, because mrouted cannot route along paths
with a sum of metrics greater than 31.

threshold t

Specifies the minimum IP time-to-live (TTL) required for a multicast datagram to be
forwarded to the given interface or tunnel. This option controls the scope of multicast
datagrams. (The TTL of forwarded packets is compared only to the threshold, it is not
decremented by the threshold.) The default value of tis 1. In general, all mrouted
daemons connected to a particular subnet or tunnel should use the same metric and
threshold for that subnet or tunnel.

rate_limit b

Specifies a bandwidth in Kilobits/second, which is allocated to multicast traffic. The default
value of b is 500 Kbps on tunnels, and 0 (unlimited) on physical interfaces.

boundary boundary_namelscoped_addr/mask_len

Configures an interface as an administrative boundary for the specified scoped address.
Packets belonging to this address are not forwarded on a scoped interface. The boundary
option accepts either a boundary name or a scoped address and mask length. The
boundary_name is the name assigned to a boundary with the name entry. The
scoped_addr value is a multicast address. The mask_len value is the length of the
network mask.

altnet networkimask_len

Specifies an additional subnet (network) attached to the physical interface described in the
phyint entry. mask_len is the length of the network mask.

tunnel local_addr remote_addr [metric m] [threshold 1] [rate_limit b] [boundary {boundary_name |

scoped_addrmask_len}] [altnet networkimask_len]
The tunnel entry can be used to establish a tunnel link between the local IP address ( local_addr)
and the remote IP address ( remote_addr ), and to associate a non-default metric or threshold with
that tunnel. The local IP address can be replaced by the interface name (for example, 1e0 ). The
remote IP address can be replaced by a host name, if and only if the host name has a single IP
address associated with it. The tunnel must be set up in the mrouted.conf files of both routers
before it can be used. The phyint entry can be used to disable multicast routing on the physical
address interface identified by the local IP address local_addr , or to associate a non-default
metric or threshold with the specified physical interface. The local IP address can be replaced by
the interface name (for example, 1e0 ). If a physical interface is attached to multiple IP subnets,
describe each additional subnet with the altnet option. Phyint entries must precede tunnel

entries.

For a description of the options used with the tunnel entry, see the preceding option descriptions
in the phyint entry.

cache_lifetime ct
The cache_lifetime entry determines the amount of time that a cached multicast route stays in the
kernel before timing out. The value of ctis in seconds, and should lie between 300 (five minutes)
and 86400 (one day). The default value is 300 seconds .
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pruning state

The pruning entry enables mrouted to act as a non-pruning router. The value of state can be

either on or off . You should configure your router as a non-pruning router for test purposes only.

The default mode is on , which enables pruning.

name boundary_name scoped_addr/mask-len

The name entry lets you assign names to boundaries to make it easier to configure. The
boundary option on the phyint and tunnel entries accepts either a boundary name or a scoped
address. The boundary_name is the name you want to give to the boundary. The scoped_addr

value is a multicast address. The mask_len value is the length of the network mask.

Example

This example shows a configuration for a multicast router at a large school.

#

# mrouted.conf

#

# Name our boundaries to make it easier

name LOCAL 239.255.0.0/16 name EE 239.254.0.0/16

#

# lel is our gateway to compsci, don't forward our

# local groups to them

phyint Tel boundary LOCAL

#

# 1e2 is our interface on the classroom network,

# it has four different length subnets on it.

# Note that you can use either an IP address or an

# interface name

phyint 172.16.12.38 boundary EE altnet 172.16.15.0/26
altnet 172.16.15.128/26 altnet 172.16.48.0/24

#

# atm0 is our ATM interface, which doesn't properly

# support multicasting

phyint atm0 disable

#

# This is an internal tunnel to another EE subnet.

# Remove the default tunnel rate 1imit, since this tunnel

# is over ethernets

tunnel 192.168.5.4 192.168.55.101 metric 1 threshold 1
rate_limit 0

# This is our tunnel to the outside world.

tunnel 192.168.5.4 10.11.12.13 metric 1 threshold 32
boundary LOCAL boundary EE

netgroup File for NIS

Purpose
Lists the groups of users on the network.

Description

The /etc/netgroup file defines network-wide groups. This file is used for checking permissions when doing
remote mounts, remote logins, and remote shells. For remote mounts, the information in the netgroup file
is used to classify machines. For remote logins and remote shells, the file is used to classify users. Each

line of the netgroup file defines a group and is formatted as follows:

Groupname Member1 Member?2 ...

where Member is either another group name or consists of three entries as follows:

hostname, username, domainname
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Any of these three fields can be empty, in which case it signifies a wild card. The universal (, , ) field
defines a group to which everyone belongs.

Field names that begin with something other than a letter, digit or underscore (such as -) work in precisely
the opposite fashion. For example, consider the following entries:

justmachines  (analytica,-,ibm)
justpeople  (-,babbage,ibm)

The machine analytica belongs to the group justmachines in the domain ibm, but no users belong to it.
Similarly, the user babbage belongs to the group justpeople in the domain ibm, but no machines belong to
it.

A gateway machine should be listed under all possible host names by which it may be recognized:

wan (gateway , , ) (gateway-ebb, , )

The domainname field refers to the domain n in which the triple is valid, not the name containing the
trusted host.

Examples
The following is an excerpt from a netgroup file:
machines (venus, -, star)

people (-, bob, star)

In this example, the machine named venus belongs to the group machines in the star domain. Similarly,
the user bob belongs to the group people in the star domain.

Files

letc/netgroup Specifies the path of the file.

Related Information
The command.

The [ypserv]daemon.

[Network File System Overview} and [Network Information Service Overview|in Networks and
communication management.

List of NIS Programming References in Networks and communication management.

netmasks File for NIS

Purpose
Contains network masks used to implement Internet Protocol (IP) standard subnetting.

Description

The /etc/netmasks file contains network masks used to implement IP standard subnetting.This file
contains a line for each network that is subnetted. Each line consists of the network number, any number
of spaces or tabs, and the network mask to use on that network. Network numbers and masks may be
specified in the conventional IP . (dot) notation (similar to IP host addresses, but with zeroes for the host
part). The following number is a line from a netmask file:
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128.32.0.0 255.255.255.0
This number specifies that the Class B network 128.32.0.0 has 8 bits of subnet field and 8 bits of host

field, in addition to the standard 16 bits in the network field. When running network information service, this
file on the master is used for the netmasks.byaddr map.

Files

letc/netmasks Specifies the path of the file.

Related Information
INetwork File System Overview| in Networks and communication management.

[Network Information Service Overview|in Networks and communication management.

netsvc.conf File

Purpose
Specifies the ordering of certain name resolution services.

Description

The /etc/netsvce.conf file is used to specify the ordering of name resolution for the sendmail command,
gethostbyname subroutine, gethostaddr subroutine, and gethostent subroutine and alias resolution for
the sendmail command.

Several mechanisms for resolving host names and aliases are available. The gethostbyname,
gethostbyaddr, and gethostent subroutines use these mechanisms for resolving names. A default order
exists in which the resolver subroutines try the mechanisms for resolving host names and Internet Protocol
(IP) addresses.

Resolving Host Names

You can override the default order and the order given in the /etc/irs.conf file by creating the
letc/netsve.conf configuration file and specifying the desired ordering. To specify this host ordering, create
an entry in the following format:

hosts = value [, value]

Use one or more of the following values for the hosts keyword:

Value Description

auth Designates the specified server as authoritative. A resolver does not continue searching for host names
further than an authoritative server. For example, when two services are given as values for the host
keyword and the first service is made authoritative, and if the resolver cannot find the host name in the
authoritative service, then the resolver terminates its search. However, the auth option has no effect if
the resolver is unable to contact the authoritative server; in this case, the resolver continues to search
the next service given in the same entry.

Indicate that the specified service is authoritative by following it by an = and then auth.
Note: The auth option is only valid when used in conjunction with a service value for the host keyword.

bind Uses BIND/DNS services for resolving names

local Searches the local /etc/hosts file for resolving names

nis Uses NIS services for resolving names. NIS must be running if you specify this option
nis+ Uses NIS+ services for resolving names. NIS+ must be running if you specify this option
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Value Description

Idap Uses LDAP services for resolving names. This option works if LDAP server schema is IBM Secureway
Directory compliant.
Note: Although still supported, the use of Idap mechanism is deprecated. Use of nis_ldap mechanism
instead is recommended.

nis_ldap Uses LDAP services for resolving names. This option works if LDAP server schema is RFC 2307

compliant.
bind4 Uses BIND/DNS services for resolving only IPv4 addresses
bind6 Uses BIND/DNS services for resolving only IPv6 addresses
local4 Searches the local /etc/hosts file for resolving only IPv4 addresses
local6 Searches the local /etc/hosts file for resolving only IPv6 addresses
nis4 Uses NIS services for resolving only IPv4 addresses
nis6 Uses NIS services for resolving only IPv6 addresses
Idap4 Uses LDAP services for resolving only IPv4 addresses
Idap6 Uses LDAP services for resolving only IPv6 addresses

The environment variable NSORDER overrides the host settings in the /etc/netsve.conf file, which in turn
overrides the host settings in the /etc/irs.conf file.

Resolving Aliases

The sendmail command searches the local /etc/aliases file, or uses NIS if specified for resolving aliases.
You can override the default by specifying how to resolve aliases in the /etc/netsve.conf file. To specify
alias ordering to the sendmail command, enter the following:

alias = value [, value]

Use one or more of the following values for the alias keyword:

Value Description

files Searches the local /etc/aliases file for the alias
nis Uses NIS services for resolving alias

nis+ Uses NIS+ services for resolving alias

The order is specified on one line with values separated by commas. White spaces are permitted around
the commas and the equal sign. The values specified and their ordering are dependent on the network
configuration.

Examples
1. To use only the /etc/hosts file for resolving names, enter:
hosts = local

2. If the resolver cannot find the name in the /etc/hosts file and you want to the resolver to use NIS,
enter:

hosts = local , nis

3. To use the LDAP server for resolving names, indicate that it is authoritative, and to also use the BIND
service, enter:

hosts = 1dap = auth , bind
In this example, if the resolver cannot contact the LDAP server, then it searches the BIND service.

4. To override the default order and use only NIS for resolving aliases by the sendmail command, enter:
aliases = nis

Files

letc/netsvce.conf Specifies the path to the file.
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Related Information
The [aliases] file for mail, [irs.conf file, jhostg| file format for TCP/IP.

The command.
The|gethostbynamg| subroutine, |gethostbyaddr subroutine, and [gethostent subroutine.

[TCP/IP name resolution|in Networks and communication management.

networks File for NFS

Purpose
Contains information about networks on the NFS Internet network.

Description

The /etc/networks file contains information regarding the known networks that make up the Internet
network. The file has an entry for each network. Each entry consists of a single line with the following
information:

» Official network name
¢ Network number
¢ Aliases

Items are separated by any number of blanks or tab characters. A # (pound sign) indicates the beginning
of a comment; characters up to the end of the line are not interpreted by routines that search the file.

Note: This file is not supported by the operating system. However, if this file resides on your system,
Network Information Services (NIS) software will create a map for it.

Files

letc/networks Specifies the path of the file.

Related Information
NFS Services| in the Networks and communication management.

[List of NFS fileg|in the Networks and communication management.

NLSvec File

Purpose

Encodes PostScript fonts for the ISO8859-1 codeset characters that have code points of more than 127
decimal.

Description

The /ust/lib/ps/NLSvec file can contain optional comments, optional code sets, and optional character
encodings.

If a line begins with an * (asterisk), it is treated as a comment.
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If a specified codeset is used, it must precede all character encodings. If a code set is not specified, the
default is ISO8859-1. A specified code set uses the following syntax:

x codeset CodeSetName
X Use a lowercase letter.

codeset
Use all lowercase letters.

CodeSetName
Use any valid code set name available for use with the iconv command.

A character encoding uses the following syntax:

CodePoint PostscriptFontPosition PostscriptCharacterName

CodePoint
Displays the decimal code point for the character.

PostScriptFontPosition
Displays the new encoding for that character within the PostScript fonts. The encoding can be
octal or decimal.

PostScriptCharacterName
Displays the PostScript character name.

The PostScript assigned character encodings as well as the character names can be found in the following
book:

Adobe Systems Incorporated. PostScript Language Reference Manual, Second Edition. Reading, MA:
Addison-Wesley.

Examples

Notes:

1. Following is an example of a specified codeset:
x codeset 1S08859-1

2. Following is an example of a character encoding:
161 0241 exclamdown

International Character Support

By default, the output code set for the TranScript commands is ISO8859-1. The output code set can be
specified with the NLSvec file. For the enscript, ps4014, ps630, and psplot TranScript commands, the
input codeset is determined from the current locale. The mapping of characters outside the ASCII range is
determined through the iconv subroutine using the input and output code sets. If there is no
corresponding iconv converter, the commands treat the input data as if it were produced in ISO8859-1.
This means that ASCII data is output correctly for all locales and codesets. For multibyte locales with no
iconv converters to ISO8859-1 each byte of a multibyte character is treated as individual characters of the
1ISO8859-1 form. The only exception to this is the enscript command, which translates characters rather
then bytes in the current locale through the mapping in the NLSvec file.

The following table lists the characters from the IBM-850 code set, which does not map directly to the
ISO8859-1 code set through the iconv subroutine. The following characters would be mapped to 26
(Ox1A) by the iconv subroutine and thus be discarded on output. It is possible to define an alternative
NLSvec file for the IBM-850 code set so that more of the characters can be output on a PostScript device.
The characters marked with an * (asterisk) before the character name are normally available in a
PostScript font.
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Code Point Character Name

159 (0x9F) * Florin sign, PostScript name: florin
176 (0xBO0) Quarter hashed

177 (0xB1) Half hashed

178 (0xB2) Full hashed

179 (0xB3) Vertical bar

180 (0xB4) Right-side middle

185 (0xB9) Double right-side middle

186 (0xBA) Double vertical bar

187 (0xBB) Double upper-right corner bar
188 (0xBC) Double lower-right corner bar
191 (OxBF) Upper-right corner box

192 (0xCO0) Lower-left corner box

193 (0xC1) Bottom-side middle

194 (0xC2) Top-side middle

195 (0xC3 Left-side middle

(
(
(
(
(
(
(
(
(
(
(
(
( )
( ) Center box bar
197 (0xC5) Intersection
200 (0xC8) Double lower-left corner bar
( ) Double upper-left corner bar
(
(
(
(
(
(
(
(
(
(
(
(
(

202 (0xCA) Double bottom-side middle

203 (0xCB) Double top-side middle

204 (0xCC) Double left-side middle

205 (0xCD) Double center box bar

206 (0xCE) Double intersection

213 (0xD5) * Small dotless i, PostScript name: dotless i

217 (0xD9) Lower-right corner box

218 (OxDA) Upper-left corner box

219 (0xDB) Bright character cell

220 (0xDC) Bright character cell lower half

223 (0xDF) Bright character cell upper half

242 (0xF2) Double underscore

254 (OxFE) Vertical solid rectangle

Files

XPSLIBDIRX Specifies the /usr/lib/ps directory.

lusr/lib/ps/NLSvec Contains Adobe TranScript character encodings for the ISO8859-1 code set. This
file is the default.

PSVECFILE Used as an environment variable to define an NLSvec file other than the default
file.

Related Information
The command, command, command, command, [psplot command.

/letc/nscontrol.conf File

Purpose
Contains configuration information of some name services.
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Description

The /etc/nscontrol.conf file is a stanza file, with each stanza name representing a database name. You
can use the Issec command and the chsec commands to manage the /etc/nscontrol.conf file. The
stanza controls the following stanza names and library subroutines:

Stanza Name RBAC library subroutines

authorizations getauthattr, getauthattrs, putauthattr, putauthattrs
roles getroleattr, getroleattrs, putroleattr, putroleattrs
privemds getcmdattr, getcmdattrs, putcmdattr, putcmdattrs
privdevs getdevattr, getdevattrs, putdevattr, putdevattrs
privfiles getpfileattr, getpfileattrs, putpfileattr, putpfileattrs

You can specify the following attributes:

secorder A comma-separated list of module names that library subroutines use in searching and
updating a database. The following module names are valid:

files Specifies the local module, namely the database files from the /etc/security
directory. This is the default value.

LDAP Specifies the LDAP module. You must configure the system as an LDAP client.

A search operation is performed on each module in the order that is specified until a
matching entry is found. A failure is returned if no match is found from all of the modules.
A modification operation is performed on the first entry match. A creation operation is
performed on the first module in the list only.

You can override the value of the secorder attribute by calling the setsecorder
subroutine in an application program, or by using the -R module option on commands that
support the option.

Files

etc/security/authorizations| Contains the user-defined authorizations.

etc/security/roles| Contains role definitions.

etc/security/privemds| Contains privileged command names and their associated security settings.

etc/security/privdevs| Contains privileged device names and their associated security settings.

etc/security/privfiles| Contains authorization lists for privileged configuration files that the trvi editor
can access.

Security

This files grants read and write access to the root user. Access for other users and groups depends on the
security policy for the system.

Examples
The following is an example of the authorizations stanza:

authorizations:
secorder = files,LDAP

This entry states that the search for an authorization is done in the local /etc/security/authorizations
database first. If no matching entry is found, further search is done in the LDAP database.

Related Information

The |/etc/security/authorizations|file, Jetc/security/roles|file, Jetc/security/privemds] file,
Vetc/security/privdevsl|file, etc/security/privfiles| file.
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The [mkauth| command, [chauth] command, lsauth| command, fmauthl command, jmkrolel command,
chrole] command, [Isrole] command, [rmrole| command, |setsecattr] command, [Issecattf command,
rmsecatt] command, [setkst command, lchsec| command, [Issec| command.

The |setsecordeF| subroutine, |§etauthattF| subroutine, |§etauthattrs| subroutine, Butauthattﬂ subroutine,

utauthattrs| subroutine, [getroleattr] subroutine, [getroleattrs subroutine,[ utroleattr subroutine,
utroleattrs| subroutine, [getcmdattr| subroutine, |g putcmdattr| subroutine,
utcmdattrs| subroutine, |getdevattr| subroutine, subroutine, [putdevattd subroutine,
utdevattrs| subroutine, [getpfileattr| subroutine, subroutine, subroutine,
putpfileattrs| subroutine.

ntp.conf File

Purpose
Controls how the Network Time Protocol (NTP) daemon xntpd operates and behaves.

Description
The ntp.conf file is a basic configuration file controlling the xntpd daemon.

The following options are discussed in this article:
+ [Configuration Options|

[Configuration Authentication Options|

+ [Configuration Access Control Options|

+ [Configuration Monitoring Optiong|

+ [Miscellaneous Configuration Options|

Configuration Options

In the ntp.conf file, comments begin with a # character and extend to the end of the line. Blank lines are
ignored. Options consist of an initial keyword followed by a list of arguments, which may be optional,
separated by whitespace. These options may not be continued over multiple lines. Arguments may be host
names, host addresses written in numeric (dotted decimal) form, integers, floating point numbers (when
specifying times in seconds) and text strings.

Option Description
peer [ HostAddress ] [ key Number ] [ version Number ] [ prefer ] [ minpoll Number] [ maxpoll Number ]
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Option

Description

Specifies that the local server operate in symmetric active mode with the remote
server specified by HostAddress. In this mode, the local server can be synchronized
to the remote server, or the remote server can be synchronized to the local server.
Use this method in a network of servers where, depending on various failure
scenarios, either the local or remote server host may be the better source of time.

The key Number specifies that all packets sent to HostAddress include authentication
fields encrypted using the specified key number. The value of KeyNumber is the
range of an unsigned 32 bit integer.

The version Number specifies the version number to use for outgoing NTP packets.
The values for Version can be 1 or 2. The default is NTP version 3 implementation.

The prefer option marks the host as a preferred host. This host is not subject to
preliminary filtering.

The minpoll number specifies the minimum poll interval allowed by any peer of the
Internet system. The minimum poll interval is calculated, in seconds, as 2 to the
power of minpoll value. The default value of minpoll is 6, i.e. the corresponding poll
interval is 64 seconds.

The maxpoll number specifies the maximum poll interval allowed by any peer of the
Internet system. The maximum poll interval is calculated, in seconds, as 2 to the
power of maxpoll value. The default value of maxpoll is 10, therefore the
corresponding poll interval is ~17 minutes.

The allowable range for minpoll and maxpoll is 4 (16 seconds) to 14 (~4.5 hours)
inclusive.

server [ HostAddress | [ key Number ] [ version Number ] [ prefer ] [ mode Number ] [ minpoll Number ] [ maxpoll

Number ] [ iburst ]

Specifies that the local server operate in client mode with the remote server specified
by HostAddress. In this mode, the local server can be synchronized to the remote
server, but the remote server can never be synchronized to the local server.

The key Number specifies that all packets sent to HostAddress include authentication
fields encrypted using the specified key number. The value of KeyNumber is the
range of an unsigned 32 bit integer.

The version Number specifies the version number to use for outgoing NTP packets.
The values for Version can be 1 or 2. The default is NTP version 3 implementation.

The prefer argument marks the host as a preferred host. This host is not subject to
preliminary filtering.

The minpoll number specifies the minimum poll interval allowed by any peer of the
Internet system. The minimum poll interval is calculated, in seconds, as 2 to the
power of minpoll value. The default value of minpoll is 6, i.e. the corresponding poll
interval is 64 seconds.

The maxpoll number specifies the maximum poll interval allowed by any peer of the
Internet system. The maximum poll interval is calculated, in seconds, as 2 to the
power of maxpoll value. The default value of maxpoll is 10, therefore the
corresponding poll interval is ~17 minutes.

The allowable range for minpoll and maxpoll is 4 (16 seconds) to 14 (~4.5 hours)
inclusive.

The iburst option causes xntpd to send a burst of eight packets during initial
synchronization acquisition instead of the single packet that is normally sent. The
packet spacing is two seconds.

broadcast [ HostAddress ] [ key Number] [ version Number ] [ ttl Number ]
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Option

broadcastclient

multicastclient [ /PAddress ...

]

driftfile Filename

Description

Specifies that the local server operate in broadcast mode where the local server
sends periodic broadcast messages to a client population at the broadcast/multicast
address specified by HostAddress. Ordinarily, this specification applies only to the
local server operating as a transmitter. In this mode, HostAddress is usually the
broadcast address on [one of] the local network[s] or a multicast address. The
address assigned to NTP is 224.0.1.1; presently, this is the only number that should
be used.

The key Number specifies that all packets sent to HostAddress include authentication
fields encrypted using the specified key number. The value of Number is the range of
an unsigned 32 bit integer.

The version Number specifies the version number to use for outgoing NTP packets.
The values for Version can be 1 or 2. The default is NTP version 3 implementation.

The ttl Number is used only with the broadcast mode. It specifies the time-to-live
(TTL) to use on multicast packets. This value defaults to 127.

Specifies that the local server listen for broadcast messages on the local network in
order to discover other servers on the same subnet. When the local server hears a
broadcast message for the first time, it measures the nominal network delay using a
brief client/server exchange with the remote server, then enters the broadcastclient
mode, where it listens for and synchronizes to succeeding broadcast messages.
Works like broadcastclient configuration option, but operates using IP multicasting. If
you give one or more IP addresses, the server joins the respective multicast group(s).
If you do not give an IP address, the IP address assumed is the one assigned to
NTP (224.0.1.1).

Specifies the name of the file used to record the frequency offset of the local clock
oscillator. The xntpd daemon reads this file at startup, if it exists, in order to set the
initial frequency offset and then updates it once per hour with the current offset
computed by the daemon. If the file does not exist or you do not give this option, the
initial frequency offset assumed is zero. In this case, it may take some hours for the
frequency to stabilize and the residual timing errors to subside. The file contains a
single floating point value equal to the offset in parts-per-million (ppm).

Note: The update of the file occurs by first writing the current drift value into a
temporary file and then using rename??? to replace the old version. The xntpd
daemon must have write permission in the directory of the drift file, and you should
avoid file system links, symbolic or otherwise.

enable auth | belient | pll | monitor | stats | ... ]

Enables various server options. Does not affect arguments not mentioned.

The auth option causes the server to synchronize with unconfigured peers only if the
peer has been correctly authenticated using a trusted key and key identifier. The
default for this argument is disable (off).

The bclient option causes the server to listen for a message from a broadcast or
multicast server, following which an association is automatically instantiated for that
server. The default for this argument is disable (off).

The pll option enables the server to adjust its local clock, with default enable (on). If
not set, the local clock free-runs at its intrinsic time and frequency offset. This option
is useful when the local clock is controlled by some other device or protocol and NTP
is used only to provide synchronization to other clients.

The monitor option enables the monitoring facility, with default enable (on).

The stats option enables statistics facility filegen, with default enable (on).

disable auth | bclient | pll | monitor | stats [ ... ]

slewalways yesino

Disables various server options. Does not affect arguments not mentioned. The
options are described under the enable subcommand.
Specifies that xntpd always slews the time. The default value is no.
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Option Description
ignore_bigtimestep yesino Specifies that xntpd does not exit if no configured servers are within 1000 seconds of
local system time. The default value is no.

slewthreshold Seconds Specifies the maximum clock offset (in seconds) used for slewing. The default is
0.128 seconds.

tracefile TraceFile Specifies the name of the file for debugging. (see the -0 option to xntpd)

tracelevel Number Specifies the debugging level. (see the -D option to xntpd)

Configuration Authentication Options

Option Description

keys Filename Specifies the name of a file which contains the encryption keys and key
identifiers used by the xntpd daemon when operating in authenticated mode.

trustedkey Number [ Number ... ] Specifies the encryption key identifiers which are trusted for the purposes of

authenticating peers suitable for synchronization. The authentication
procedures require that both the local and remote servers share the same key
and key identifier for this purpose, although you can use different keys with
different servers. Each Number is a 32 bit unsigned integer.
Note: The NTP key 0 is fixed and globally known. To perform meaningful
authentication, the 0 key should not be trusted.

requestkey Number Specifies the key identifier to use with the xntpdc query/control program that
diagnoses and repairs problems that affect the operation of the xntpd
daemon. The operation of the xntpdc query/control program is specific to this
particular implementation of the xntpd daemon and can be expected to work
only with this and previous versions of the daemon. Requests from a remote
xntpdc program which affect the state of the local server must be
authenticated, which requires both the remote program and local server share
a common key and key identifier. The value of Number is a 32 bit unsigned
integer. If you do not include requestkey in the configuration file, or if the
keys do not match, such requests are ignored.

controlkey Number Specifies the key identifier to use with the ntpq query program, that
diagnoses problems that affect the operation of the xntpd daemon. The
operation of the ntpq query program and the xntpd daemon conform to those
specified in RFC 1305. Requests from a remote ntpq program which affect
the state of the local server must be authenticated, which requires both the
remote program and local server share a common key and key identifier. The
value of Number is a 32 bit unsigned integer. If you do not include controlkey
in the configuration file, or if the keys do not match, such requests are
ignored.

authdelay Seconds Specifies the amount of time it takes to encrypt an NTP authentication field on
the local computer. This value corrects transmit timestamps when using
authentication on outgoing packets. The value usually lies somewhere in the
range 0.0001 seconds to 0.003 seconds, though it is very dependent on the
CPU speed of the host computer.

Configuration Access Control Options

The xntpd daemon inserts default restriction list entries, with the parameters ignore and ntpport, for each
of the local host’s interface addresses into the table at startup to prevent the server from attempting to
synchronize to its own time. A default entry is also always present, though if it is otherwise unconfigured it
does not associate parameters with the default entry (everything besides your own NTP server is
unrestricted).

While this facility may be useful for keeping unwanted or broken remote time servers from affecting your
own, do not consider it an alternative to the standard NTP authentication facility.
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restrict Address [ mask Number | default ] [ Parameter ... ]
Specifies the restrictions to use on the given address. The xntpd daemon implements a general
purpose address-and-mask based restriction list. The xntpd daemon sorts this list by address and
by mask, and searches the list in this order for matches, with the last match found defining the
restriction flags associated with the incoming packets. The xntpd daemon uses the source
address of incoming packets for the match, doing a logical and operation with the 32 bit address
and the mask associated with the restriction entry. It then compares it with the entry’s address
(which has also been and’ed with the mask) to look for a match. The mask option defaults to
255.255.255.255, meaning that Address is treated as the address of an individual host. A default
entry (address 0.0.0.0, mask 0.0.0.0) is always included and is always the first entry in the list.
The text string default, with no mask option, may be used to indicate the default entry.

In the current implementation, Parameter always restricts access. An entry with no Parameter
gives free access to the server. More restrictive Parameters will often make less restrictive ones
redundant. The Parameters generally restrict time service or restrict informational queries and
attempts to do run time reconfiguration of the server. You can specify one or more of the following
value for Parameter.

ignore
Specifies to ignore all packets from hosts which match this entry. Does not respond to
queries nor time server polls.

limited
Specifies that these hosts are subject to limitation of number of clients from the same net.
Net in this context refers to the IP notion of net (class A, class B, class C, and so on).
Only accepts the first client_limit hosts that have shown up at the server and that have
been active during the last client_limit_period seconds. Rejects requests from other
clients from the same net. Only takes into account time request packets. Private, control,
and broadcast packets are not subject to client limitation and therefore do not contribute to
client count. The monitoring capability of the xntpd daemon keeps a history of clients.
When you use this option, monitoring remains active. The default value for client_limit is
3. The default value for client_limit_period is 3600 seconds.

lowpriotrap
Specifies to declare traps set by matching hosts to low-priority status. The server can
maintain a limited number of traps (the current limit is 3), assigned on a first come, first
served basis, and denies service to later trap requestors. This parameter modifies the
assignment algorithm by allowing later requests for normal priority traps to override
low-priority traps.

nomodify
Specifies to ignore all NTP mode 6 and 7 packets which attempt to modify the state of the
server (run time reconfiguration). Permits queries which return information.

nopeer
Specifies to provide stateless time service to polling hosts, but not to allocate peer
memory resources to these hosts.

noquery
Specifies to ignore all NTP mode 6 and 7 packets (information queries and configuration
requests) from the source. Does not affect time service.

noserve
Specifies to ignore NTP packets whose mode is not 6 or 7. This denies time service, but
permits queries.

notrap
Specifies to decline to provide mode 6 control message trap service to matching hosts.
The trap service is a subsystem of the mode 6 control message protocol intended for use
by remote event-logging programs.
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notrust
Specifies to treat these hosts normally in other respects, but never use them as
synchronization sources.

ntpport
Specifies to match the restriction entry only if the source port in the packet is the standard
NTP UDP port (123).

clientlimit Number
Sets client_limit. Specifies the number of clients from the same network allowed to use the
server. Allows the configuration of client limitation policy.

clientperiod Seconds
Sets client_limit_period. Specifies the number of seconds to before considering if a client is
inactive and no longer counted for client limit restriction. Allows the configuration of client limitation

policy.

Configuration Monitoring Options

File generation sets manage statistical files. The information obtained by enabling statistical recording
allows analysis of temporal properties of a server running the xntpd daemon. It is usually only useful to
primary servers.

statsdir DirectoryPath
Specifies the full path of the directory in which to create statistical files. Allows modification of the
otherwise constant filegen filename prefix for file generation sets used for handling statistical logs.

statistics Type...
Enables writing of statistical records. The following are the types of statistics supported:

loopstats
Enables recording of loop filter statistical information. Each update of the local clock
outputs a line of the following format to the file generation set named Toopstats:

48773 10847.650 0.0001307 17.3478 2

The first two fields show the date (Modified Julian Day) and time (seconds and fraction
past UTC midnight). The next three fields show time offset in seconds, frequency offset in
parts-per-million and time constant of the clock-discipline algorithm at each update of the
clock.

peerstats
Enables recording of peer statistical information. This includes statistical records of all
peers of an NTP server and of the 1-pps signal, where present and configured. Each valid
update appends a line of the following format to the current element of a file generation
set named peerstats:

48773 10847.650 127.127.4.1 9714 -0.001605
0.00000 0.00142

The first two fields show the date (Modified Julian Day) and time (seconds and fraction
past UTC midnight). The next two fields show the peer address in dotted-quad notation
and status, respectively. The status field is encoded in hex in the format described in
Appendix A of the NTP specification RFC 1305. The final three fields show the offset,
delay and dispersion, all in seconds.

clockstats
Enables recording of clock driver statistical information. Each update received from a clock
driver outputs a line of the following form to the file generation set named clockstats:

49213 525.624 127.127.4.1 93 226
00:08:29.606 D
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The first two fields show the date (Modified Julian Day) and time (seconds and fraction
past UTC midnight). The next field shows the clock address in dotted-quad notation, The
final field shows the last timecode received from the clock in decoded ASCII format, where
meaningful. You can gather and display a good deal of additional information in some
clock drivers.

filegen Name [ file FileName ] [ type TypeName ] [ flag flagval ] [ link ] [ nolink ] [ enable ] [ disabled
Configures setting of generation fileset name. Generation filesets provide a means for handling
files that are continuously growing during the lifetime of a server. Server statistics are a typical
example for such files. Generation filesets provide access to a set of files used to store the actual
data. A file generation set is characterized by its type. At any time, at most one element of the set
is being written to. Filenames of set members are built from three elements:

]

Prefix

This is a constant filename path. It is not subject to modifications with the filegen option. It
is defined by the server, usually specified as a compile time constant. You can, however,
configure it for individual file generation sets with other commands. For example, you can
configure the prefix used with Toopstats and peerstats filegens using the statsdir option.

file FileName

Suffix

The string FileName is directly concatenated to the prefix with no intervening slash (/). You
can modify this by using the file argument to the filegen option. To prevent filenames
referring to parts outside the filesystem hierarchy denoted by prefix, ".."” elements are not
allowed in this component

This part reflects individual elements of a fileset. It is generated according to the type of a
fileset.

type TypeName

Specifies when and how to direct data to a new element of the set. This way, information
stored in elements of a fileset that are currently unused are available for administrational
operations without the risk of disturbing the operation of the xntpd daemon. Most
important, you can remove them to free space for new data produced. The following types
are supported:

none Specifies that the fileset is actually a single plain file.

pid Specifies the use of one element of fileset per server running the xntpd daemon.
This type does not perform any changes to fileset members during runtime;
however, it provides an easy way of separating files belonging to different servers
running the xntpd daemon. The set member filename is built by appending a dot
(.) to concatenated prefix and strings denoted in file Name, and appending the
decimal representation of the process id of the xntpd server process.

day Specifies the creation of one file generation set element per day. The term day is
based on UTC. A day is the period between 00:00 and 24:00 UTC. The fileset
member suffix consists of a dot (.) and a day specification in the form
YYYYMMDD. where YYYY is a 4 digit year number, MM is a two digit month
number, and, DD is a two digit day number. For example, all information written at
January 10th, 1992 would end up in a file named PrefixFileName.19920110.

week Specifies the creation of one file generation set element per week. A week is
computed as day-of-year modulo 7. The fileset member suffix consists of a dot (.),
a four digit year number, the letter W, and a two digit week number. For example,
all information written at January, 10th 1992 would end up in a file named
PrefixFileName.1992W1.

month
Specifies the creation of one file generation set element per month. The fileset
member suffix consists of a dot (.), a four digit year number, and a two digit month
number. For example, all information written at January, 1992 would end up in a
file named PrefixFileName.199201.
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year Specifies the creation of one file generation set element per year. The fileset
member suffix consists of a dot (.) and a four digit year number. For example, all
information written at January, 1992 would end up in a file named
PrefixFileName.1992.

age Specifies the creation of one file generation set element every 24 hours of server
operation. The fileset member suffix consists of a dot (.), the letter a, and an eight
digit number. This number is the number of seconds of run-time of the server
since the start of the corresponding 24 hour period.

enable

Enables the writing of information to a file generation set.

disabled

Disables the writing of information to a file generation set.

link Enables the access of the current element of a file generation set by a fixed name by creating a
hard link from the current fileset element to a file without Suffix. If a file with this name already
exists and the number of links of this file is one, it is renamed by appending a dot (.), the letter C,
and the pid of the xntpd server process. If the number of links is greater than one, the file is
unlinked. This allows access of the current file by a constant name.

nolink Disables access the current element of a file generation set by a fixed name.

Miscellaneous Configuration Options

Option
precision Number

broadcastdelay Seconds

trap HostAddress [ port Number] [
interface Addess |
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Description

Specifies the nominal precision of the local clock. The Number is an integer
approximately equal to the base 2 logarithm of the local timekeeping precision
in seconds. Normally, the xntpd daemon determines the precision
automatically at startup, so use this option when the xntpd daemon cannot
determine the precision automatically.

Specifies the default delay to use when in broadcast or multicast modes.
These modes require a special calibration to determine the network delay
between the local and remote servers. Normally, this is done automatically by
the initial protocol exchanges between the local and remote servers. In some
cases, the calibration procedure may fail due to network or server access
controls, for example.

Typically for Ethernet, a number between 0.003 and 0.007 seconds is
appropriate. The default is 0.004 seconds.

Configures a trap receiver at the given host address and port number for
sending messages with the specified local interface address. If you do not
specify the port number, the value defaults to 18447. If you do not specify the
interface address, the value defaults to the source address of the local
interface.

Note: On a multihomed host, the interface used may vary from time to time
with routing changes.

Normally, the trap receiver logs event messages and other information from
the server in a log file. While such monitor programs may also request their
own trap dynamically, configuring a trap receiver ensures that when the
server starts, no messages are lost.



Option
setvar Variable [ default ]

logconfig Key

Files

letc/ntp.conf

Related Information

Description

Specifies to add an additional system variable. You can use these variables to
distribute additional information such as the access policy. If default follows a
variable of the from Name=Value , then the variable becomes part of the
default system variables, as if you used the ntpq rv command. These
additional variables serve informational purposes only; they are not related to
the protocol variables. The known protocol variables always override any
variables defined with setvar.

There are three special variables that contain the names of all variables of the
same group. The sys_var_list holds the names of all system variables, the
peer_var_list holds the names of all peer variables, and the clock_var_list
holds the names of the reference clock variables.

Controls the amount of output written to syslog or the logfile. By default all
output is turned on. You can prefix all KeyWords with = (equal), + (plus) and -
(dash). You can control four classes of messages: sys, peer, clock, and sync.
Within these classes, you can control four types of messages:

info Outputs informational messages that control configuration
information.

events Outputs event messages that control logging of events (reachability,
synchronization, alarm conditions).

status Outputs statistical messages that describe mainly the
synchronization status.

all Outputs all messages having to do with the specified class and
suppresses all other events and messages of the classes not
specified.

You form the KeyWord by concatenating the message class with the event
class. To just list the synchronization state of xntp and the major system
events, enter:

logconfig =syncstatus +sysevents

To list all clock information and synchronization information and have all other
events and messages about peers, system events and so on suppressed,
enter:

logconfig =syncall +clockall

Specifies the path to the file.

The command, the daemon.

The file.

ntp.keys File

Purpose

Contains key identifiers and keys controlling authentication of Network Time Protocol (NTP) transactions.
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Description

The ntp.keys file contains key identifiers and keys for encryption and decryption of authentication of NTP
transactions.

Authentication Key File Format

The NTP standard specifies an extension allowing verification of the authenticity of received NTP packets,
and to provide an indication of authenticity in outgoing packets. The xntpd daemon implements this by
using the MD5 algorithm to compute a message-digest. The specification allows any one of possibly 4
billion keys, numbered with 32 bit key identifiers, to be used to authenticate an association. The servers
involved in an association must agree on the key and key identifier used to authenticate their data,
although they must each learn the key and key identifier independently.

The xntpd daemon reads its keys from a file specified with the -k flag or the keys statement in the
configuration file. You cannot change key number 0 because the NTP standard fixes it as 64 zero bits.

The ntp.keys file uses the same comment conventions as the configuration file, ntp.conf. Key entries use
the following format:

KeyNumber M Key

where,

Entry Description

KeyNumber A positive integer

M Specifies that Key is a 1-to-8 character ASCII string, using the MD5 authentication scheme.
Key The key itself.

One of the keys may be chosen, by way of the ntp.conf configuration file requestkey statement, to
authenticate run-time configuration requests made using the xntpdc command. The xntpde command
obtains the key from the terminal as a password, so it is generally appropriate to specify the key in ASCII
format.

Files

letc/ntp.keys Specifies the path to the file.

Related Information
The command, the daemon.

objects File

Purpose
Contains the audit events for audited objects (files).

Description

The /etc/security/audit/objects file is an ASCII stanza file that contains information about audited objects
(files). This file contains one stanza for each audited file. The stanza has a name equal to the path name
of the file.

Each file attribute has the following format:
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access_mode = "audit_event "

An audit-event name can be up to 15 bytes long; longer names are rejected. Valid access modes are read
(r), write (w), and execute (x) modes. For directories, search mode is substituted for execute mode.

Security

Access Control: This file should grant read (r) access to the root user and members of the audit group and
grant write (w) access only to the root user.

Examples

1.

To define the audit events for the /etc/security/passwd file, add a stanza to the /etc/security/audit/
objects file. For example:
/etc/security/passwd:

r = "S_PASSWD_READ"
W = "S_PASSWD_WRITE"

These attributes generate a S_PASSWD_READ audit event each time the passwd file is read, and a
S_PASSWD_WRITE audit event each time the file is opened for writing.

2. To define the audit events for the /wpars/wpari/etc/security/passwd file, add a stanza to the
letc/security/audit/objects file in the AIX system that is hosting the WPAR. For example:
/wpars/wparl/etc/security/passwd:

r = "WPAR1_PASSWD RD"

w = "WPARL_PASSWD WR"
This stanza is parsed at audit start -@ <wparl> time to enable object auditing for the
letc/security/passwd object of wparl. These attributes generate a WPAR1_PASSWD_RD audit event each
time the /wpars/wpari/etc/security/passwd file is read, and generate a WPAR1_PASSWD_WR audit event
each time the file is opened for writing.

Files

letc/security/audit/objects Specifies the path to the file.

etc/security/audit/confia Contains audit system configuration information.

etc/security/audit/event Contains the audit events of the system.

etc/security/audit/bincmds| Contains auditbin backend commands.
etc/security/audit/streamcmds| Contains auditstream commands.

Related Information
The [audif command.

The Jauditobj| subroutine.

|Setting Up Auditing| in Operating system and device management.

IAuditing overview| [Security Administration|in Operating system and device management.

pam_aix Module

Purpose

Provides AIX style authentication, account management, password management, and session
management for PAM.
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Description

The pam_aix module provides AIX style authentication behaviors to PAM. The module has support for
each of the PAM module types - authentication, account management, password management and
session management. Each of these types provides full AIX support for users defined in local or remote
registries.

Communication from the pam_aix module to the user is handled through the PAM_CONYV item, which is
set by pam_start or pam_set_item. All messages displayed by pam_aix are AIX messages and are
internationalized.

Typical usage for the pam_aix module is to be used as a backup, or "other” service. This way if a specific
authentication stack is not defined for a service, local AIX authentication is used. pam_aix should usually
be a "required” or "requisite” module. If used for password authentication, pam_aix should be marked as
being "required” or "requisite”.

#

# Use AIX system authentication

#

OTHER auth required /usr/1ib/security/pam_aix

OTHER account required /usr/lib/security/pam_aix
OTHER session  required /usr/1ib/security/pam_aix
OTHER password required /usr/1ib/security/pam_aix

Attention: The pam_aix module cannot be used with a user who has their SYSTEM or registry user
attribute set to use the /usr/lib/security/PAM module. This will create an authentication loop and the
operation will fail.

Supported PAM module types

Authentication
Authenticates a user through their AIX password.

Account Management
Verifies that an authenticated user is permitted onto the system and checks for expired passwords.
Checks are performed through use of the passwdexpired() and loginrestrictions() subroutines.

Session Management
Opens a new session and logs the session information.

Password Management
Allows a user to set or modify their AIX password if it is possible. pam_aix will then update the
user’s password entry in the appropriate password table. When pam_aix is used for password
management, it should be used as "required” or "requisite”.

Options: The pam_aix module accepts the following parameters specified as options in the PAM
configuration file:

debug Log debugging information to syslog.

174  AIX Version 6.1 Files Reference



mode Specifying the mode option for a service allows the login restrictions checks to be customized
as needed for a PAM service. The value specified for mode can be one of the following
strings:
« S_DAEMON
+ S_LOGIN

S_RLOGIN

+ S_SU

* S_DIST_CLNT

* S_DIST_SERV

The checks performed by each mode are defined in the loginrestrictions subroutine man
page. If the option is not specified, then a mode of 0 is passed into the subsequent
loginrestrictions invocation. This option is only valid for the Authentication and Account
Management module types.

nowarn Do not display warning messages.

use_first_pass Use a previously entered password, do not prompt for a new one.

try_first_pass Try a previously entered password. If it fails, prompt for a new one.

use_new_state AlX builds and maintains state information when authenticating a user. By default, the

pam_aix module will use the same state information throughout a PAM session. This can
produce results that are correct in terms of AIX authentication but are unexpected within the
PAM framework. For example, pam_authenticate requests may fail due to access restrictions.
If this behavior is not desired for a given module type, specify the use_new_state option to
use new state information for each invocation.

Return Values: Upon successful completion the pam_aix module returns PAM_SUCCESS. If a failure
occurs a PAM error code will be returned, depending on the actual error.

Location
/ust/lib/security/pam_aix

Related Information

The [loginrestrictions Subroutinel [pam_acct_mgmt Subroutine} [pam_authenticate Subroutine,
pam_chauthtok Subroutine| jpam_open_session Subroutine| [pam_close_session Subroutine} [pam_setcred|
Subroutine} and [passwdexpired Subroutinel

The [‘pam.conf File” on page 182

[Pluggable Authentication Modules|in the Security.

pam_allow Module

Purpose
Returns PAM_SUCCESS for all PAM module types.

Description

The pam_allow module returns PAM_SUCCESS to all calling applications unless an invalid PAM handle is
specified. Support for all four module types is provided.

Attention: This module should be used with caution and should often only be used for PAM debugging
purposes. Placing this module in the PAM stack for a service could potentially grant access to all users.
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Functionality opposite to that provided by pam_allow can be obtained through use of the pam_prohibit
module.
Supported PAM module types

Authentication
Returns PAM_SUCCESS if valid PAM handle.

Account Management
Returns PAM_SUCCESS if valid PAM handle.

Session Management
Returns PAM_SUCCESS if valid PAM handle.

Password Management
Returns PAM_SUCCESS if valid PAM handle.

Options: The pam_allow module accepts the following parameters specified as options in the PAM
configuration file:
debug Log debugging information to syslog.

nowarn Do not display warning messages.

Return Values: Upon successful completion the pam_allow module returns PAM_SUCCESS. If an
invalid PAM handle was specified, PAM_SYSTEM_ERR is returned.

Location
lusr/lib/security/pam_allow

Related Information

The [pam_authenticate Subroutine] [pam_setcred Subrouting, jpam_chauthtok Subroutine,
pam_open_session Subroutine| [pam_close_session Subrouting] [pam_acct_mgmt Subrouting],
passwdexpired Subroutine| and [loginrestrictions Subroutine]

The|‘pam.conf File” on page 182

The [‘pam_prohibit Module” on page 180

pam_allowroot Module

Purpose
Returns PAM_SUCCESS if the authenticating user has a real user ID (UID) of 0.

Description

The pam_allowroot module checks the real user ID (UID) under which the PAM application was run. If
the UID of the authenticating user is 0 (zero), then it is the root user and PAM_SUCCESS is returned.

The pam_allowroot module only checks the real user ID. Many applications that require root access will
set the effective user ID to 0. For this reason, the effective ID is not used in determining whether or not
the user executing the authenticating application is a root user.

It is recommended that pam_allowroot be used as sufficient in conjunction with other modules. This
allows the root user to bypass the rest of the modules in the stack and for a failure not to impact the result
of other authenticating users. An example authentication stack configuration is shown below which mimics
the historic behavior of the su command.
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#

# The PAM configuration for standard su behavior.
#

su auth sufficient /usr/lib/security/pam allowroot
su auth required /usr/1ib/security/pam_aix

Supported PAM module types

Authentication
Returns PAM_SUCCESS if UID of authenticating user is 0.

Account Management
Returns PAM_SUCCESS if UID of authenticating user is 0.

Options: The pam_allowroot module accepts the following parameters specified as options in the PAM
configuration file:

debug Log debugging information to syslog.

nowarn Do not display warning messages.

Return Values: Upon successful completion, PAM_SUCCESS is returned. If a failure occurs, a PAM
error code will be returned, depending on the actual error.

Location
lustr/lib/security/pam_allowroot

Related Information
The [pam_authenticate Subroutine) [pam_setcred Subrouting|.

The [‘pam.conf File” on page 182

[Pluggable Authentication Modules|in the Security.

pam_ckfile Module

Purpose
Denies all non-root user logins if /ete/nologin or an optionally specified file is present.

Description

The pam_ckfile module allows or denies authentication, based on the existence of a file. The file checked
for existence can be set with the file=<filename> module option. If not specified the file defaults to
/etc/nologin.

If the specified file exists, only root users (those with a user ID of 0) may authenticate. All other users are
denied access for the service, and pam_ckfile will echo the contents (if any) of that file. If the specified file
does not exist, the module returns PAM_IGNORE. System administrators should ensure that success or
failure of the module stack for a service does not depend solely on the result of this module.

It is recommended that pam_ckfile is used as "required” or "requisite” in conjunction with other modules.

An example authentication stack is provided below to demonstrate how /etc/nologin behavior with the login
service can be implemented.
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#

# Provide the standard /etc/nologin behavior for login.

#

Togin auth required /usr/lib/security/pam_ckfile file=/etc/nologin
Togin auth required /usr/lib/security/pam_aix

Supported PAM module types

Authentication
Denies non-root user authentication if the specified file is present.

Account Management
Denies account access for non-root users if the specified file is present.

Options: The pam_allowroot module accepts the following parameters specified as options in the PAM
configuration file:

debug Log debugging information to syslog.
nowarn Do not display warning messages.
file=<filename> Use <filename> instead of /etc/nologin.

Note: <filename> must be the full path to the file.

Return Values: Upon successful completion PAM_SUCCESS is returned. If the specified file does not
exist the module returns PAM_IGNORE. If another failure occurs, a PAM error code will be returned,
depending on the actual error.

Location
lustr/lib/security/pam_ckfile

Related Information
The [pam_acct_mgmt Subroutine| jpam_authenticate Subroutine} pam_setcred Subroutine]

The [‘pam.conf File” on page 182

[Pluggable Authentication Modules|in the Security.

pam_permission Module

Purpose
Allows or prohibits authentication through a configurable file containing a list of users and/or groups.

Description
The pam_permission module is an authentication and account-service PAM module that uses an

access-control list to determine whether or not to permit or deny authentication requests. The file to use
for the control list is configured via a module option and defaults to /etc/ftpusers if not specified.

If the access-control file exists, the pam_permission module will scan the file using the authenticating
user name and group(s). The first match will then be used to determine the result. The general syntax for
an entry in the access-control file is as follows:

[+]-][@]<name>
The optional first character controls whether to allow(+) or deny(-) the request for the user or group

specified by <name>. If a '+’ or ’-’ is not the first character in an entry, then the value of the
found=<action> module option determines the behavior.

178 AIX Version 6.1 Files Reference



Preceding a name by the '@’ symbol designates the entry as a group. Otherwise the entry is used as a

user name. The first match found to a user name or group entry is used to determine access.

All spaces in an entry are ignored. Comments may be added to the file using the '# character as the first
character in the line. Only one entry or comment is allowed per line and the entries are processed one at

a time, sequentially, starting at the top of the file.

Using the keyword "ALL" for <name> will match all users. Since the file is parsed sequentially, use of the

"ALL" keyword should be reserved for the end of the file as any entries after it are ignored.

Upon reaching the end of the access-control file, if a match to a user name or group has not been made,
the result will be the opposite value of the found=<action> module option. For example, if found=prohibit

is set and the user is not found within the file, then the result for that user would be allow.

If the specified access control file does not exist, the module will return PAM_IGNORE and have no affect
on the module stack. It is not recommended that the overall success or failure of the module stack depend

solely on pam_permission.

It is recommended that pam_permission is used as "required” or "requisite” in conjunction with other

modules. An example authentication stack is provided below to demonstrate how /etc/ftpusers behavior

with the ftp service can be implemented.

#

# Provide /etc/ftpusers access-control

# to PAM-enabled ftp.

#

ftp auth requisite  /usr/1ib/security/pam_permission
file=/etc/ftpusers found=prohibit

ftp auth required /usr/1ib/security/pam_aix

Supported PAM module types

Authentication
Provides user authentication based on the contents of the access-control file.

Account Management
Provides account access and denial based upon the rules in the access-control file.

Options: The pam_permission module accepts the following parameters specified as options in the
PAM configuration file:

debug Log debugging information to syslog.

nowarn Do not display warning messages.

file=<filename> Use <filename> as access control file. Defaults to /etc/ftpusers.

found={allow | Action if an entry match was found but is not preceded by a '+ or ’-". Default is prohibit.
prohibit}

Return Values: Upon successful completion PAM_SUCCESS is returned. If a failure occurs, a PAM error

code will be returned, depending on the actual error.

Location
lusr/lib/security/pam_permission
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Related Information
The [pam_authenticate Subroutine}, [pam_setcred Subrouting|.

The [‘{pam.conf File” on page 182

[Pluggable Authentication Modules|in the Security.

pam_prohibit Module

Purpose
Returns a value denoting a failure for each PAM module type.

Description

The pam_prohibit module returns a failure for all PAM module types. If used as a required or requisite
module for a service, the stack that this module is incorporated into will always fail. It is recommended that
individual services be explicitely configured in /etc/pam.conf and then the pam_prohibit module used for
the OTHER service entries. Configuring the system in this way ensures that only known PAM enabled
applications are capable of successfully authenticating users. Listed below is an example of how to
configure the OTHER service keyword in /etc/pam.conf to use the pam_prohibit module:

#

# Fail for all PAM services not explicitely configured

#

OTHER auth required /usr/lib/security/pam_prohibit

OTHER account required /usr/1ib/security/pam prohibit

OTHER password required /usr/1ib/security/pam_prohibit

OTHER session required /usr/1ib/security/pam_prohibit

Functionality opposite to that provided by pam_prohibit can be obtained by using the pam_allow module.

Supported PAM module types

Authentication
pam_sm_authenticate returns PAM_AUTH_ERR
pam_sm_setcred returns PAM_CRED_ERR

Account Management
pam_sm_acct_mgmt returns PAM_ACCT_EXPIRED

Session Management
pam_sm_open_session returns PAM_SESSION_ERR

Password Management
pam_sm_chauthtok returns PAM_AUTHTOK_ERR

Options: The pam_prohibit module accepts the following parameters specified as options in the PAM
configuration file:

debug Log debugging information to syslog.

nowarn Do not display warning messages.

Return Values: The pam_prohibit module will never return PAM_SUCCESS. If an invalid PAM handle is
found then PAM_SYSTEM_ERR is returned, otherwise the error code returned is PAM module type
specific.
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Location
lusr/lib/security/pam_prohibit

Related Information

The [pam_acct_mgmt Subroutine} pam_authenticate Subroutine} pam_chauthtok Subroutine,
lbam_close_session Subroutine] [pam_open_session Subroutine) [pam_setcred Subrouting

The [‘pam.conf File” on page 182

[Pluggable Authentication Modules|in the Security.

pam_rhosts_auth Module

Purpose
Provides rhosts-based authentication for PAM.

Description

The pam_rhosts_auth module provides rhost authentication services similar to the rlogin, rsh, and rcp
commands. The module queries the PAM handle for the remote user name, remote host, and the local
user name. This information is then compared to the rules in /etc/hosts.equiv and $SHOME/.rhosts.

For a typical user, the module first checks /etc/hosts.equiv. If a match is not found for the username and
hostname, the module will continue on to check the $HOME/.rhosts file. If a username and hostname
match is still not found, the module returns the PAM_AUTH_ERR failure code. Otherwise, the result
depends on the first rule found matching the specified username and hostname.

When authenticating to the root user (user with the UID of 0), the first check of the /etc/hosts.equiv file is
skipped. Success of the rhosts authentication is based solely on the contents of the root user’s
$HOME/.rhosts file.

This module requires that a PAM application, before making the call to pam_authenticate, call
pam_set_item and at least set the values of PAM_RHOST and PAM_RUSER. If the PAM_USER item is
not set, the module will prompt for the user name through the conversation function provided in the PAM
handle.

Further description on how rhosts authentication works can be found in the documentation for the
ruserok() subroutine. Information regarding the syntax of rhost configuration files can be found in the
$HOME!/.rhosts or /etc/hosts.equiv files description.

For expected behavior, pam_rhosts_auth should be used as one of the first authentication modules in the
stack and designated as sufficient.

#

# PAM authentication stack for typical rlogin behavior.

#

rlogin auth sufficient /usr/1ib/security/pam_rhosts_auth

rlogin auth required  /usr/1ib/security/pam_aix

Supported PAM module types

Authentication
Authenticates a user through rhost-based authentication.

Options: The pam_rhosts_auth module accepts the following parameters specified as options in the
PAM configuration file:
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debug Log debugging information to syslog.

nowarn Do not display warning messages.

Return Values: Upon successful completion PAM_SUCCESS is returned. If a failure occurs, a PAM error
code will be returned, depending on the actual error.

Location
lusr/lib/security/pam_rhosts_auth

Related Information
The [pam_authenticate Subroutine} [pam_setcred Subrouting], pam_set_item Subroutine} [ruserok

|Subroutine|

The [‘pam.conf File,]['hosts.equiv File Format for TCP/IP” on page 445,|and [“.rhosts File Format for|
[TCP/IP” on page 580

The|rlogin Command}, [rsh Command, and[rcp Command|

[Pluggable Authentication Modules|in the Security.

pam.conf File

Purpose
Contains service entries for each PAM (Pluggable Authentication Modules) module type.

Description

The /etc/pam.conf configuration file consists of service entries for each PAM module type and serves to
route services through a defined module path. Entries in the file are composed of the following
whitespace-delimited fields: service_name module _type control flag module_path module_options

service_name Specifies the name of the PAM enabled service. The keyword OTHER is used to define the
default module to use for applications not specified in an entry.

module_type Specifies the module type for the service. Valid module types are auth, account, session,
or password. A given module will provide support for one or more module types.
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control_flag Specifies the stacking behavior for the module. Supported control flags are required,
requisite, sufficient, or optional.

required
All required modules in a stack must pass for a successful result. If one or more of
the required modules fail, all of the required modules in the stack will be attempted,
but the error from the first failed required module is returned.

requisite
Similar to required except that if a requisite module fails, no further modules in the
stack are processed and it immediately returns the first failure code from a required
or requisite module.

sufficient
If a module flagged as sufficient succeeds and no previous required or sufficient
modules have failed, all remaining modules in the stack are ignored and success is
returned.

optional
If none of the modules in the stack are required and no sufficient modules have
succeeded, then at least one optional module for the service must succeed. If
another module in the stack is successful, a failure in an optional module is
ignored.

module_path Specifies the module to load for the service. Valid values for module_path may be specified
as either the full path to the module or just the module name. If the full path to the module is
not specified, the PAM library prepends /ust/lib/security (for 32-bit services) or
lustr/lib/security/64 (for 64-bit services) to the module name.

module_options Specifies a space delimited list of module specific options. Values for this field are
dependent on the options supported by the module defined in the module_path field. This
field is optional.

Malformed entries, or entries with invalid values for the module_type or control_flag fields are ignored by
the PAM library. Entries beginning with a number sign (#) character at the beginning of the line are also
ignored as this denotes a comment.

PAM supports a concept typically referred to as stacking, which allows multiple mechanisms to be used for
each service. Stacking is implemented in the configuration file by creating multiple entries for a service

with the same module_type field. The modules are invoked in the order in which they are listed in the file
for a given service name, with the final result determined by the control_flag field specified for each entry.

The following /etc/pam.conf subset is an example of stacking in the auth module type for the login
service.

#

# PAM configuration file /etc/pam.conf

#

# Authentication Management

login auth required /usr/1ib/security/pam_ckfile file=/etc/nologin
login auth required /usr/1ib/security/pam_aix

Togin auth optional /usr/1ib/security/pam_test use_first_pass
OTHER  auth required /usr/1ib/security/pam_prohibit

The example configuration file contains three entries for the login service. Having specified both
pam_ckfile and pam_aix as required, both modules will be executed and both must be successful for the
overall result to be success. The third entry for the fictitious pam_test module is optional and its success or
failure will not affect whether the user is able to login. The option use_first pass to the pam_test module
requires that a previously entered password be used instead of prompting for a new one.

Use of the OTHER keyword as a service name enables a default to be set for any other services that are
not explicitly declared in the configuration file. Setting up a default ensures that all cases for a given
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module type will be covered by at least one module. In the case of this example, all services other than
login will always fail since the pam_prohibit module returns a PAM failure for all invocations.

Changing the /etc/pam.conf File
When changing the /etc/pam.conf configuration file, consider the following:

» The file should always be owned by the root user and group security. Permission on the file should be
set to 644 to allow everyone read access, but only allow root to modify it.

» For greater security, consider explicitly configuring each PAM enabled service and then using the
pam_prohibit module for the OTHER service keyword.

* Read any documentation supplied for a chosen module and service, and determine which control flags,
options and module types are supported and what their impact will be.

» Select the ordering of modules and control flags carefully, keeping in mind the behavior of required,
requisite, sufficient, and optional control flags in stacked modules.

Note: Incorrect configuration of the PAM configuration file can result in a system that cannot be logged in
to since the configuration applies to all users, including root. After making changes to the file,
always test the affected applications before logging out of the system. A system that cannot be
logged in to can be recovered by booting the system in maintenance mode and correcting the
letc/pam.conf configuration file.

Files

letc/pam.conf Location of the pam.conf configuration file.

/etc/passwd File

Purpose
Contains basic user attributes.

Description

The /etc/passwd file contains basic user attributes. This is an ASCII file that contains an entry for each
user. Each entry defines the basic attributes applied to a user. When you use the mkuser command to
add a user to your system, the command updates the /etc/passwd file.

Note: Certain system-defined group and user names are required for proper installation and update of the
system software. Use care before replacing this file to ensure that no system-supplied groups or
users are removed.

An entry in the /etc/passwd file has the following form:

Name: Password: UserlD: PrincipleGroup: Gecos: HomeDirectory:Shell

Attributes in an entry are separated by a : (colon). For this reason, you should not use a : (colon) in any
attribute. The attributes are defined as follows:

Attribute Definition

Name Specifies the user’s login name. There are a number of restrictions on naming users. See
the [mkuser] command for more information.

Password Contains an * (asterisk) indicating an invalid password or an ! (exclamation point)

indicating that the password is in the /etc/security/passwd file. Under normal conditions,
the field contains an !. If the field has an * and a password is required for user
authentication, the user cannot log in.
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Attribute Definition

UserlD Specifies the user’s unique numeric ID. This ID is used for discretionary access control.
The value is a unique decimal integer.
PrincipleGroup Specifies the user’s principal group ID. This must be the numeric ID of a group in the

user database or a group defined by a network information service. The value is a unique
decimal integer.

Gecos Specifies general information about the user that is not needed by the system, such as
an office or phone number. The value is a character string. The Gecos field cannot
contain a colon.

HomeDirectory Specifies the full path name of the user's home directory. If the user does not have a
defined home directory, the home directory of the guest user is used. The value is a
character string.

Shell Specifies the initial program or shell that is executed after a user invokes the login
command or su command. If a user does not have a defined shell, /usr/bin/sh, the
system shell, is used. The value is a character string that may contain arguments to pass
to the initial program.

Users can have additional attributes in other system files. See the '[Files|’ section for additional information.

Changing the User File

You should access the user database files through the system commands and subroutines defined for this
purpose. Access through other commands or subroutines may not be supported in future releases. Use
the following commands to access user database files:

* chfn

* chsh

* chuser
* lIsuser
* mkuser
* rmuser

The mkuser command adds new entries to the /etc/passwd file and fills in the attribute values as defined
in the /usr/lib/security/mkuser.default file.

The Password attribute is always initialized to an * (asterisk), an invalid password. You can set the
password with the passwd or pwdadm command. When the password is changed, an ! (exclamation
point) is added to the /etc/passwd file, indicating that the encrypted password is in the
letc/security/passwd file.

Use the chuser command to change all user attributes except Password. The chfn command and the
chsh command change the Gecos attribute and Shell attribute, respectively. To display all the attributes in
this file, use the Isuser command. To remove a user and all the user’s attributes, use the rmuser
command.

To write programs that affect attributes in the /etc/passwd file, use the subroutines listed in|Related
i

Security

Access Control: This file should grant read (r) access to all users and write (w) access only to the root
user and members of the security group.

Examples
1. Typical records that show an invalid password for smith and guest follow:
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smith:*:100:100:8A-74 (office):/home/smith:/usr/bin/sh
guest:*:200:0::/home/guest:/usr/bin/sh

The fields are in the following order: user name, password, user ID, primary group, general (gecos)
information, home directory, and initial program (login shell). The * (asterisk) in the password field
indicates that the password is invalid. Each attribute is separated by a : (colon).

2. If the password for smith in the previous example is changed to a valid password, the record will
change to the following:

smith:!:100:100:8A-74(office):/home/smith:/usr/bin/sh

The ! (exclamation point) indicates that an encrypted password is stored in the /etc/security/passwd
file.

Files

letc/passwd Contains basic user attributes.
usr/lib/security/mkuser.defaul Contains default attributes for new users.
Contains the basic attributes of groups.
Contains the extended attributes of groups.
Contains password information.

Contains the extended attributes of users.
Contains the environment attributes of users.
Contains the process resource limits of users.

etc/security/grou
etc/security/passwd
etc/security/user|

etc/security/limit

Related Information

The !chfn: command, .%ommand, ommand, command, command,
wdadm wdck|

command, | command, command.

The [endpwent] subroutine, [enduserdb] subroutine, utine, routine,

subroutine, jgetuserattr| subroutine, [IDtouser subroutine, [nextuser| subroutine, subroutine,

|Eutuserattr subroutine, |setuserdl3| subroutine.

[User Accounts|and [Passwords|in Security.

passwd_policy File

Purpose
Defines the types and manifest constants required to support the passwdpolicy() function.

Description

The passwdpolicy() interface uses named policies to determine the strength of a new password. This
interface is intended for applications which maintain policy information in either the per-user attribute
databases (for example /etc/security/user) or which use the new policy files (/etc/security/
passwd_policy and /usr/lib/security/passwd_policy) to create password policies which are not
associated with a specific user.

System security applications may name policies which are then enforced using the named rules in
letc/security/passwd_policy. Because this file resides in the /etc/security directory, it is only accessible
by applications run by root or a member of group security. The /usr/lib/security/passwd_policy file is
intended for applications which wish to use these new APIs to enforce their own password strength rules.
There is no support for a default stanza, rather each application must name a stanza it wishes to use as
the default and then explicitly check against that stanza. In addition to the basic construction rules which
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are supported by passwdstrength(), this interface supports dictionary checking, per-user password
histories, and administrator-defined load module extensions.

The format of the passwd_policy file is similar to the password construction rule attributes as stored in
the [letc/security/user] file, with the exception that named policies do not include the histsize and histexpire
attributes. Each file is a sequence of zero or more stanzas with the named policy being the stanza name.
Each stanza contains one or more attributes describing the password rules which must be satisfied for a
password to be accepted.

Example

ibm_corp_policy:
dictionlist = /usr/share/dict/words,/usr/Tocal/Tib/Tocal_words
maxage = 26
minage = 2
maxexpired
maxrepeats
mindiff = 6
minalpha =
minother =
minlen = 7
pwdchecks = /usr/1ib/security/more_checks.so

non
N

4
2

The maxage, minage, maxexpired, maxrepeats, mindiff, minalpha, minother, and minlen attributes are
integers. The dictionlist and pwdchecks attributes are comma-separated lists of filenames. For more
information on valid values for attributes, please see |/etc/security/usen

Permissions

The permissions on /etc/security/passwd_policy shall be 660, owner root, group security. This restricts
access to processes with the privileges needed to perform other security administrative tasks. The
permissions on /usr/lib/security/passwd_policy shall be 664, owner root , group security. This allows all
processes to read the file, while restricting administrative access to processes with the privileges needed
to perform other security administrative tasks. Applications select between policy files using the type
parameter to the passwdpolicy() function.

Location
lusr/lib/security/passwd_policy Location of policy values for PWP_LOCALPOLICY.
letc/security/passwd_policy Location of policy values for PWP_SYSTEMPOLICY.

Related Information
The |/etc/security/user file.

The J/usr/include/pwdpolicy.h| file.

/etc/security/passwd File

Purpose
Contains password information.
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Description

The /etc/security/passwd file is an ASCII file that contains stanzas with password information. Each
stanza is identified by a user name followed by a : (colon) and contains attributes in the form
Attribute=Value. Each attribute is ended with a new line character, and each stanza is ended with an
additional new line character.

Each stanza can have the following attributes:

Attribute Definition

password Specifies the encrypted password. The system encrypts the password created with the passwd
command or the pwdadm command. If the password is empty, the user does not have a
password. If the password is an * (asterisk), the user cannot log in. The value is a character
string. The default value is *.

lastupdate Specifies the time (in seconds) since the epoch (00:00:00 GMT, January 1, 1970) when the
password was last changed. If password aging (the minage attribute or the maxage attribute) is
in effect, the lastupdate attribute forces a password change when the time limit expires. (See the
letc/security/user file for information on password aging.) The passwd and pwdadm commands
normally set this attribute when a password is changed. The value is a decimal integer that can
be converted to a text string using the ctime subroutine.

flags Specifies the restrictions applied by the login, passwd, and su commands. The value is a list of
comma-separated attributes. The flags attribute can be left blank or can be one or more of the
following values:

ADMIN Defines the administrative status of the password information. If the ADMIN attribute is
set, only the root user can change this password information.

ADMCHG
Indicates that the password was last changed by a member of the security group or the
root user. Normally this flag is set implicitly when the pwdadm command changes
another user’s password. When this flag is set explicitly, it forces the password to be
updated the next time a user gives the login command or the su command.

NOCHECK
None of the system password restrictions defined in the /etc/security/user file are
enforced for this password.

When the passwd or pwdadm command updates a password, the command adds values for the
password and lastupdate attributes and, if used to change another user’s password, for the flags
ADMCHG attribute.

Access to this file should be through the system commands and subroutines defined for this purpose.
Other accesses may not be supported in future releases. Users can update their own passwords with the
passwd command, administrators can set passwords and password flags with the pwdadm command,
and the root user is able to use the passwd command to set the passwords of other users.

Refer to the "Files” section for information on where attributes and other information on users and groups
are stored.

Although each user name must be in the /etc/passwd file, it is not necessary to have each user name
listed in the /etc/security/passwd file. If the authentication attributes auth1 and auth2 are so defined in
the /etc/security/user file, a user may use the authentication name of another user. For example, the
authentication attributes for user tom can allow that user to use the entry in the /etc/security/passwd file
for user carol for authentication.

Security
Access Control: This file should grant read (r) and write (w) access only to the root user.
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Auditing Events:

Event Information
S_PASSWD_READ file name
S_PASSWD_WRITE file name
Examples

The following line indicates that the password information in the /etc/security/passwd file is available only
to the root user, who has no restrictions on updating a password for the specified user:

flags = ADMIN,NOCHECK

An example of this line in a typical stanza for user smith follows:

smith:
password = MGURSj.F056Dj
lastupdate = 623078865
flags = ADMIN,NOCHECK

The password line shows an encrypted password. The Tastupdate line shows the number of seconds since
the epoch that the password was last changed. The flags line shows two flags: the ADMIN flag indicates
that the information is available only to the root user, and the NOCHECK flag indicates that the root user
has no restrictions on updating a password for the specified user.

Files

letc/security/passwd Specifies the path to the file.

etc/passwd| Contains basic user attributes.

etc/security/user| Contains the extended attributes of users.

etc/security/login.cfg| Contains configuration information for login and user authentication.

Related Information
The command, command, command, [sy command.

The daemon, daemon.
The subroutine, subroutine, subroutine, subroutine,

subroutine.

[User Accounts| and [Passwords| in Security.

pcnfsd.conf Configuration File

Purpose
Provides configuration options for the rpc.pcnfsd daemon.

Description

The /etc/penfsd.conf file is an ASCII file written by users to add options to the operation of the
idaemon, which takes no command-line flags. This file is part of Network Support Facilities.

When started, the rpc.pcnfsd daemon checks for the presence of the penfsd.conf configuration file and

conforms its performance to the specified arguments. The following options can be entered in the
penfsd.conf file:
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Option
aixargs -BCharacterPair

getjobnum off
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Description

Controls the printing of burst pages according to the value
of the CharacterPair variable, as listed below. The first
character applies to the header and the second character to
the trailer. Possible values are n (never), a (always), and g

(group).
HT Description

nn No headers, no trailers

na No headers, trailer on every file

ng No header, trailer at the end of the job

an Header on every file, no trailers

aa Headers and trailers on every file in the job

ag Header on every file, trailer after job

gn Header at beginning of job, no trailer

ga Header at beginning of job, trailer after every file
ag Header at beginning of job, trailer at end of job

The header and trailer stanzas in the file
define the default treatment of burst pages.

Note: The -B flag works exactly like the -B flag in the
command. Unlike the enq command, however, the
rpc.pcnfsd daemon does not allow spaces between the -B
flag and the CharacterPair variable.

Disables the rpc.pcnfsd daemon feature that returns job
numbers when print jobs are submitted.



Option Description

printer Name AliasFor Command Defines a PC-NFS virtual printer, recognized only by
rpc.penfsd daemon clients. Each virtual printer is defined
on a separate line in the pcnfsd.conf file. The following
variables are specified with this option.

Name Specifies the name of the PC-NFS virtual printer to
be defined.

AliasFor
Specifies the name of an existing printer that
performs the print job.
Note: To define a PC-NFS virtual printer
associated with no existing printer, use a single -
(minus sign) instead of the AliasFor variable.

Command
Specifies the command that is run when a file is
printed on the Name printer. This command is
executed by the Bourne shell, using the -c option.
For complex operations, replace the Command
variable with an executable shell script.

The following list of tokens and substitution values
can be used in the Command variable:

Token Substitution Value

SFILE The full path name of the print data file.
After the command has executed, the file
will be unlinked.

$USER The user name of the user logged in to
the client.

$HOST The host name of the client system.

spooldir PathName Designates a new parent directory, PathName, where the
rpc.pcnfsd daemon stores the subdirectories it creates for
each of its clients. The default parent directory is
Ivar/spool/pcnfs.

uidrange Specifies the valid UID (user number) range that the
rpc.pcnfsd daemon accepts. The default UID range is
101-4294967295.

wtmp off Disables the login record-keeping feature of the rpc.pcnfsd
daemon. By default, the daemon appends to the

/var/adm/wtmp| file a record of user logins.

Examples

1. The following sample penfsd.conf configuration file demonstrates the effects some options have on
the operation of the rpc.pcnfsd daemon:
printer test - /usr/bin/cp $FILE

/usr/tmp/$HOST-$USER

printer sandman san 1s -1 $FILE
wtmp off
The first line establishes a printer test. Files sent to the test printer will be copied into the /usr/tmp
directory. Requests to the test PC-NFS virtual printer to list the queue, check the status, or do similar
printer operations, will be rejected because a - (minus sign) has been given for the Alias-For
parameter.
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The second line establishes a PC-NFS virtual printer called sandman that lists, in long form, the file
specifications for the print data file.

The third line turns off the rpc.penfsd daemon feature that records user logins.
2. To set a UID range enter:
uidrange 1-100,200-50000
This entry means that only numbers from 101-199 and over 50000 are invalid UID numbers.

Files

letc/penfsd.conf Specifies the path of the configuration file.
Ivar/spool/pcnfs directory Contains subdirectories for clients of the penfsd daemon.
etc/qconfig Configures a printer queuing system.

var/adm/wtm Describes formats for user and accounting information.
Related Information

The command.

The daemon.

Bourne shelllin the Operating system and device management.

[Network File System Overview] and [List of NFS files|in the Networks and communication management.

pkginfo File

Purpose
Describes the format of a package characteristics file.

Description

The pkginfo file is an ASCII file that describes the characteristics of the package along with information
that helps control the flow of installation. It is created by the software package developer.

Each entry in the pkginfo file is a line that establishes the value of a parameter in the following form:
PARAM="value"

There is no required order in which the parameters must be specified within the file. Each parameter is
described below. Only fields marked with an asterisk are mandatory.

Parameter Description

PKG* PKG is the parameter to which you assign an abbreviation for the name of the package being
installed. The abbreviation must be a short string (no more than nine characters long) and it
must conform to file naming rules. All characters in the abbreviation must be alphanumeric and
the first cannot be numeric. install, new, and all are reserved abbreviations.

NAME* Text that specifies the package name (maximum length of 256 ASCII characters).

ARCH* A comma-separated list of alphanumeric tokens that indicate the architecture (for example,
ARCH=m68k,i386) associated with the package. The pkgmk(1M) tool can be used to create or
modify this value when actually building the package. The maximum length of a token is 16
characters and it cannot include a comma.

VERSION* Text that specifies the current version associated with the software package. The maximum
length is 256 ASCII characters and the first character cannot be a left parenthesis. The pkgmk
tool can be used to create or modify this value when actually building the package.
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Parameter
CATEGORY*

DESC
VENDOR

HOTLINE

EMAIL

VSTOCK

CLASSES

ISTATES
RSTATES
BASEDIR

ULIMIT

ORDER

PSTAMP

INTONLY

PREDEPEND

SERIALNUM

ACTKEY

PRODUCTNAME

Description

A comma-separated list of categories under which a package can be displayed. There are six
categories: "application,” "graphics,” "system,” "utilities,” "set,” and "patch.” If you choose, you
can also assign a package to one or more categories that you define. Categories are
case-insensitive and can contain only alphanumerics. Each category is limited in length to 16
characters.

For a Set Installation Package (SIP), this field must have the value "set.” A SIP is a special
purpose package that controls the installation of a set of packages.

Text that describes the package (maximum length of 256 ASCII characters).

Used to identify the vendor that holds the software copyright (maximum length of 256 ASCII
characters).

Phone number and/or mailing address where further information can be received or bugs can
be reported (maximum length of 256 ASCII characters).

An electronic address where further information is available or bugs can be reported (maximum
length of 256 ASCII characters).

The vendor stock number, if any, that identifies this product (maximum length of 256 ASCII
characters).

A space-separated list of classes defined for a package. The order of the list determines the
order in which the classes are installed. Classes listed first are installed first (on a
medium-by-medium basis). This parameter can be modified by the request script. In this way,
the request script can be used to select which classes in the package get installed on the
system.

A list of allowable run states for package installation (for example, ""S s 1"").

A list of allowable run states for package removal (for example, ""S s 1"").

The pathname to a default directory where "relocatable” files can be installed. If BASEDIR is
not specified and basedir in the file (/var/sadm/install/admin/default) is set to defaul,
then BASEDIR is set to /by default. An administrator can override the value of BASEDIR by
setting basedir in the admin file.

If set, this parameter is passed as an argument to the ulimit command, which establishes the
maximum size of a file during installation.

A list of classes defining the order in which they should be put on the medium. Used by
pkgmk(1) in creating the package. Classes not defined in this field are placed on the medium
using the standard ordering procedures.

Production stamp used to mark the pkgmap(4) file on the output volumes. Provides a means
for distinguishing between production copies of a version if more than one is in use at a time. If
PSTAMP is not defined, the default is used. The default consists of the UNIX system machine
name followed by the string """ YYMMDDHHmm""" (year, month, date, hour, minutes).
Indicates that the package should be installed interactively only when set to any non-NULL
value.

Used to maintain compatibility with dependency checking on packages delivered earlier than
System V Release 4. Pre-Release 4 dependency checks were based on whether or not the
name file for the required package existed in the /usr/options directory. This directory is not
maintained for Release 4 and later packages because the depend file is used for checking
dependencies. However, entries can be created in this directory to maintain compatibility. This
is done automatically by pkgmk. This field is to be assigned the package instance name of the
package.

A serial number, if any, that uniquely identifies this copy of the package (maximum length of
256 ASCII characters).

Activation key indicator. Set to YES indicates that an activation key is required to install the
package.

A list of the products to which each package belongs. The format of this variable is:

PRODUCTNAME="<product>[|<product>| . . . "

Developers can define their own installation parameters by adding a definition to this file. A
developer-defined parameter should begin with a capital letter.
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Restrictions placed on a package installation by certain variables in the pkginfo file can be overridden by
instructions in the admin file. For example, the restriction of allowable run states set by the ISTATES
variable can be overridden by having

runlevel=nocheck

in the admin file being used for installation. (Default is "default”.) See the admin file for further
information.

Examples
Here is a sample pkginfo file:

PKG="o0am"

NAME="0AM Installation Utilities"
VERSION="3"

VENDOR="AT&T"
HOTLINE="1-800-ATT-BUGS"
EMAIL="attunix!olsen"
VSTOCK="0122c3f5566"
CATEGORY="system.essential"
ISTATES="S 2"

RSTATES="S 2"

Related Information
Thefile format.

pkgmap File

Purpose
Describes the format of a package contents description file.

Description

The pkgmap file is an ASCII file that provides a complete listing of the package contents. Each entry in
pkgmap describes a single "deliverable object file.” A deliverable object file includes shell scripts,
executable objects, data files, and directories. The entry consists of several fields of information, each field
separated by a space. The fields are described below and must appear in the order shown.

Field Description

part A field designating the part number in which the object resides. A part is a collection of files, and is
the atomic unit by which a package is processed. A developer can choose the criteria for grouping
files into a part (for example, based on class). If no value is defined in this field, part 1 is assumed.
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Field
ftype

class

pathname

major
minor
mode

owner

Description

A one-character field that indicates the file type. Valid values are:
f a standard executable or data file

e a file to be edited upon installation or removal

v volatile file (one whose contents are expected to change)
d directory

X an exclusive directory

| linked file

P named pipe

c character special device

b block special device

i installation script or information file

S symbolic link

Once a file has the file type attribute v, it will always be volatile. For example, if a file being installed
already exists and has the file type attribute v, then even if the version of the file being installed is
not specified as volatile, the file type attribute remains volatile.

The installation class to which the file belongs. This name must contain only alphanumeric characters
and be no longer than 12 characters. It is not specified if the ftype is i (information file).

The pathname where the object resides on the target machine, such as /usr/bin/mail. Relative
pathnames (those that do not begin with a slash) indicate that the file is relocatable.

For linked files (ftype is either | or s), pathname must be in the form of path1=path2, with path1
specifying the destination of the link and path2 specifying the source of the link.

For symbolically linked files, when path2 is a relative pathname starting with ./ or ../, path2 is not
considered relocatable. For example, if you enter a line such as

s /foo/bar/etc/mount=../usr/sbin/mount
path1 (/foo/bar/etc/mount) is a symbolic link to ../usr/sbin/mount.

pathname can contain variables which support relocation of the file. A "$" parameter can be
embedded in the pathname structure. $BASEDIR can be used to identify the parent directories of the
path hierarchy, making the entire package easily relocatable. Default values for parameter and
BASEDIR must be supplied in the pkginfo file and can be overridden at installation.

Special characters, such as an equal sign ("="), are included in pathnames by surrounding the entire
pathname in single quotes (as in, for example, “usr/lib/~=’).

The major device number. The field is only specified for block or character special devices.

The minor device number. The field is only specified for block or character special devices.

The octal mode of the file (for example, 0664). A question mark ("?") indicates that the mode is left
unchanged, implying that the file already exists on the target machine. This field is not used for linked
files, packaging information files or non-installable files.

The owner of the file (for example, bin or root). The field is limited to 14 characters in length. A
question mark ("?") indicates that the owner is left unchanged, implying that the file already exists on
the target machine. This field is not used for linked files or non-installable files. It is used optionally
with a package information file. If used, it indicates with what owner an installation script is executed.

The owner can be a variable specification in the form of $[A-Z] and is resolved at installation time.
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Field
group

size

cksum

modtime

Description

The group to which the file belongs (for example, bin or sys). The field is limited to 14 characters in
length. A question mark ("?") indicates that the group is left unchanged, implying that the file already
exists on the target machine. This field is not used for linked files or non-installable files. It is used
optionally with a package information file. If used, it indicates with what group an installation script is
executed.

Can be a variable assignment in the form of $[A-Z] and is resolved at installation time.

The actual size of the file in bytes. This field is not specified for named pipes, special devices,
directories, or linked files.

The checksum of the file contents. This field is not specified for named pipes, special devices,
directories, or linked files.

The time of last modification. This field is not specified for named pipes, special devices, directories,
or linked files.

The following three optional fields must be used as a group. That is, all three must be specified if any is

specified.

Field
mac

fixed

inherited

Description

The Mandatory Access Control (MAC) Level Identifier (LID), an integer value that specifies a
combination of a hierarchical classification and zero or more non-hierarchical categories. A question
mark ("?") indicates that the mac field is to be left unchanged, implying that the file already exists
on the target machine. This field can only be applied to a file on a sfs filesystem and is not used for
linked files or packaging information files.

Note: Mandatory Access Control is not supported in this release; this field is present for
compatibility with earlier release only. A value of 0 should be used if you must specify this field.

A comma-separated list of valid mnemonic fixed privilege names as defined for the
fileprivcommand. The string NULL is used in place of the comma-separated list when fixed
privileges are not to be specified. A question mark ("?") indicates that the fixed field is to be left
unchanged, implying that the file already exists on the target machine. If the fixed attribute is not
supplied, then files are installed with no fixed privileges. This field is not used for linked files or
packaging information files.

Note: Fixed privileges have no effect in the current release. This capability is maintained solely for
compatibility with earlier releases.

A comma-separated list of valid mnemonic inherited privilege names as defined for the filepriv
command. The string NULL is used in place of the comma separated list when privilege is not to
be specified. A question mark ("?") indicates that the inherited field is to be left unchanged,
implying that the file already exists on the target machine. If the inherited attribute is not supplied,
then files are installed with no inheritable privileges. This field is not used for linked files or
packaging information files.

Note: Inheritable privileges have no effect in the current release. This capability is maintained
solely for compatibility with earlier releases.

Each pkgmap must have one line that provides information about the number and maximum size (in
512-byte blocks) of parts that make up the package. This line is in the following format:

:number_of parts maximum_part_size

Lines that begin with ""#"" are comment lines and are ignored.

When files are saved during installation before they are overwritten, they are normally just copied to a
temporary pathname. However, for files whose mode includes execute permission (but which are not

editable), the existing version is linked to a temporary pathname and the original file is removed. This
allows processes which are executing during installation to be overwritten.

The pkgmap file can contain only one entry per unique pathname.
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An exclusive directory type (file) type x specifies directories that are constrained to contain only files that
appear in the installation software database (/var/sadm/install/contents). If there are other files in the
directory, they are removed by pkgchk -fx as described on the manual page for the pkgchk command.

Variable specifications for the owner and group fields are defined in the pkginfo file. For example, owner
could be $SOWNER in the pkgmap file; if OWNER is defined as root in the pkginfo file, SOWNER gets the
value root when the file is installed.

Examples
The following is an example pkgmap file.
500

:2

a

NN NNNNR R R R R RS PR R

00 0 < OoOT A-h—h—Hh—hHh—Hh—HhO —Hh—Hh—-HhQQO T~

pkginfo 237 1179 541296672

classl /dev/diskette 17 134 0644 root other

classl /dev/rdiskette 17 134 0644 root other

none bin 0755 root bin

none bin/INSTALL 0755 root bin 11103 17954 541295535
none bin/REMOVE 0755 root bin 3214 50237 541295541
none bin/UNINSTALL=bin/REMOVE

none bin/cmda 0755 root bin 3580 60325 541295567 O NULL
read,macwrite

none bin/cmdb 0755 root bin 49107 51255 541438368
classl bin/cmdc 0755 root bin 45599 26048 541295599
classl bin/cmdd 0755 root bin 4648 8473 541461238
none bin/cmde 0755 root bin 40501 1264 541295622
class2 bin/cmdf 0755 root bin 2345 35889 541295574
none bin/cmdg 0755 root bin 41185 47653 541461242
class2 data 0755 root bin

classl data/apipe 0755 root other

none Tog 0755 root bin © NULL NULL

none log/logfile 0755 root bin 41815 47563 541461333
none save 0755 root bin

none spool 0755 root bin

none tmp 0755 root bin

Related Information

The [pkgchK command.

policy.cfg File

Purpose

The policy.cfg file contains attributes that are used while creating certificates when creating users or
adding certificates to the local LDAP repository.

Description

The policy.cfg file consists of four stanzas: newuser, storage, crl and comm. These stanzas modify the
behavior of some system administration commands. The mkuser command uses the newuser stanza.

The certlink command uses the storage stanza. The certadd and certlink command use the comm and
crl stanzas.

Examples

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R S R R R R R R R Rt T R e

* Example policy.cfg file

*
*
*
*

cert

newuser Stanza:

Specifies whether the mkuser command generates a certificate (new) or

not (get) by default.
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ca
version
tag
label
keystore
passwd

domain

validity
algorithm
keysize
keyusage

subalturi

storage Stanza:

replicate

crl Stanza

check

comm Stanza

EEE I R R R I I N I N N I R R G R N I I

Specifies the CA used by the mkuser command when generating

a certificate.

Specifies the version number of the certificate to be created.

The value 3 is the only supported value.

Specifies the auth_cert tag value used by the mkuser command when
creating a user when cert = new.

Specifies the private key label used by the mkuser command when
generating a certificate.

Specifies the keystore URI used by the mkuser command when generating
a certificate.

Specifies the keystore's password used by the mkuser command when
generating a certificate.

Specifies the domain part of the certificate's subject alternate name
email value used by the mkuser command when generating a
certificate.

Specifies the certificate's validity period value used by the mkuser
command when generating a certificate.

Specifies the public key algorithm used by the mkuser command when
generating a certificate.

Specifies the minimum encryption key size in bits used by the mkuser
command when generating a certificate.

Specifies the certificate's key usage value used by the mkuser

Specifies the certificate's subject alternate name URI value
used by the mkuser command when generating a certificate.

command when generating a certificate.
Specifies whether the certlink command saves a copy of the certificate
(yes) or just the link (no).

Specifies whether the certadd and certlink commands should check the
CRL (yes) or not (no).

timeout Specifies the timeout period in seconds when requesting certificate
information using HTTP (e.g., retrieving CRLs).
newuser:
cert = new
ca = local
passwd = pki
version = "3"
keysize = 1024
keystore = test
validity = 60
storage:
replicate = no
crl:
check = yes
comm:
timeout = 10

* end of policy.cfg

File

lustr/lib/security/pki/policy.cfg

198 AIX Version 6.1 Files Reference



Related Information
The [mkuser| [certcreate| [certrevoke} [certadd|, and|certlink| commands.

The J/usr/lib/security/pki/acct.cfg| and Jusr/lib/security/pki/ca.cfg| files.

portlog File

Purpose
Contains per-port unsuccessful login attempt information and port locks.

Description

The /etc/security/portlog file is an ASCII file that contains stanzas of per port unsuccessful login attempt
information and port locks. Each stanza has a name followed by a : (colon) that defines the port name.
Attributes are in the form Attribute=Value. Each attribute ends with a new line character and each stanza
ends with an additional new line character.

The attributes in the stanzas are as follows:

Attribute Definition

locktime Defines the time the port was locked in seconds since the epoch
(zero time, January 1, 1970). This value is a decimal integer string.

unsuccessful_login_times Lists the times of unsuccessful login attempts in seconds since the
epoch. The list contains decimal integer strings separated by
commas.

These attributes do not have default values. If a value is not specified, the attribute is ignored.

Security

Access Control: This file grants read access to the root user and members of the security group, and write
access only to the root user. Access for other users and groups depends upon the security policy of the
operating system.

Examples
A typical record looks like the following example for the /dev/tty0 port:

/dev/tty0:
Tocktime = 723848478
unsuccessful_Togin_times =
723848430,723848450,723848478

Files
letc/security/portlog Specifies the path to the file.
letc/security/login.cfg Contains configuration information for login and user authentication.

Related Information
The command, command, @ command.

The [loginfailed| subroutine, |Ioginrestriction§| subroutine.

[Security Administration|in Operating system and device management.
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/etc/security/privemds File

Purpose
Contains security attributes for privileged commands.

Description

The /etc/security/privemds file is an ASCII stanza file that contains privileged commands and their
security attributes. Each stanza in the /etc/security/privemds file is identified by the full path name to the
command, followed by a colon (:). Each stanza contains attributes in the Attribute=Value form. The path
name must be the absolute path to the command and cannot contain symbolic link directories or be a
symbolic link to the command. Each Attribute=Value pair is ended by a newline character, and each
stanza is ended by an additional newline character. For an example of a stanza, see |“Examples” on page|

Changes made to the privemds file do not impact security considerations until the entire privileged
command database is sent to the Kernel Security Tables through the setkst command or until the system
is rebooted.

Modifying and Listing Entries in the privemds File
Do not directly edit the /etc/security/privemds file. Use the following commands and subroutines to
manipulate the privileged commands database:

setsecattr
Adds a command entry to, or changes a command entry in, the /etc/security/privemds file.

Issecattr
Displays attributes and their values.

rmsecattr
Removes a command from the privemds file.

To write programs that affect entries in the /etc/security/privemds file, use one or more of the following
subroutines:

» getcmdattr
» getcmdattrs
* putcmdattr
* putcmdattrs
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Attributes

A stanza in this file contains one or more of the following security attributes:

accessauths Specifies the access authorizations as a comma-separated list of authorization names. A
user whose current session has one of the authorizations in the list is allowed to run the
command. You can specify a maximum of eight authorizations.

This attribute also allows three special values:

ALLOW_OWNER
Allows the Role Based Access Control (RBAC) framework to be used for the
command owner. If the accessauths attribute is specified, when the command
owner runs the command, the RBAC framework governs the privileges assigned
to the process. If the accessauths attribute is not specified or the user running
the command does not have an authorization in the accessauths attribute, DAC
controls the execution and the RBAC framework grants no additional privileges.

ALLOW_GROUP
Allows the RBAC framework to be used for the group. If the accessauths
attribute is specified, when the group runs the command, the RBAC framework
governs the privileges assigned to the process. If the accessauths attribute is
not specified or the user running the command does not have an authorization in
the accessauths attribute, DAC controls the execution and the RBAC framework
grants no additional privileges.

ALLOW_ALL
Allows the RBAC framework to be used for everyone. If the accessauths
attribute is specified, when anyone runs the command, the RBAC framework
governs the privileges assigned to the process. If the accessauths attribute is
not specified or the user running the command does not have an authorization in
the accessauths attribute, DAC controls the execution and the RBAC framework
grants no additional privileges.
authprivs Specifies the authorized privileges that are assigned to the process on a specific
authorization basis. The user running the command must gain access to the command
through the accessauths attribute to enable the authprivs attribute. For each
authorization in the list that is processed, the associated set of privileges is granted. The
maximum number of authorization and privileges pairs is eight. The authorization and its
corresponding privileges are separated by an equal sign (=), individual privileges are
separated by a plus sign (+), and the authorization and privileges pairs are separated by
a comma, as shown in the following line:

auth=priv+priv...,auth=priv+priv...,...
This attribute also supports three special authorization values: ALLOW_OWNER,

ALLOW_GROUP, and ALLOW_ALL, to specify the additional privileges granted to the
command owner, group or everyone, respectively.

innateprivs Specifies the file name of the message catalog that contains the one-line description of
the authorization. The value is a character string.
msgset Specifies a comma-separated list of privileges assigned to the process during the running

of the command. The specified privileges are assigned to the process only if the
command invocation is authorized through the access authorizations.

inheritprivs Specifies a comma-separated list of privileges that is passed to child processes.
euid Specifies the effective user ID to assume during the running of the command.
egid Specifies the effective group ID to assume during the running of the command.
secflags Specifies a comma-separated list of file security flags. The following value is valid:
FSF_EPS
Loads the process maximum privilege set into the effective privilege set upon
execution.
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Security

The root user and the security group own this file. Read and write access is granted to the root user.
Access for other users and groups depends on the security policy for the system.

Examples
The following example for a Command displays a typical stanza in the file:

/usr/bin/myprog:
accessauths = aix.security.user.create,aix.security.user.change
authprivs = aix.ras.audit=PV_AU_ADMIN
innateprivs = PV_DAC_R,PV_DAC W
secflags = FSF_EPS

This entry indicates that the user running this command must be in a role session that has one of the
authorizations listed in the accessauths attribute to run the command. If this condition is true, the
privileges listed in the innateprivs attribute are granted to the resulting process. Also, if the user running
this command has one of the privileged authorizations listed in the authprivs attribute, the process is
granted the additional associated privileges.

Related Information
The subroutine, subroutine, subroutine, subroutine.

command, command, command, command, command,
Ispriv

command.

[Role Based Access Control (RBAC)|in Security.

/etc/security/privdevs File

Purpose
Contains security attributes for privileged devices.

Description

The /etc/security/privdevs file is an ASCII stanza file that contains privileged devices and their security
attributes. Each stanza in the /etc/security/privdevs file is identified by the full path name to the device,
followed by a colon (:). Each stanza contains attributes in the Attribute=Value form. The path name must
be the absolute path to the device and cannot contain symbolic link directories or be a symbolic link to the
device. Each Attribute=Value pair is ended by a newline character, and each stanza is ended by an
additional newline character. For an example of a stanza, see [‘Examples” on page 203

Changes made to the privdevs file do not impact security considerations until the entire privileged device
database is sent to the Kernel Security Tables through the setkst command or until the system is
rebooted.

Modifying and Listing Entries in the devices File
Do not directly edit the /etc/security/privdevs file. Use the following commands and subroutines to
manipulate the privileged devices database:

setsecattr
Adds a device entry to, or changes a device entry in, the /etc/security/privdevs file.

Issecattr
Displays attributes and their values.

rmsecattr
Removes a command from the devices file.
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To write programs that affect entries in the /etc/security/privdevs file, use one or more of the following
subroutines:

» getdevattr
getdevattrs
putdevattr
* putdevattrs

Attributes

A stanza in this file contains one or more of the following security attributes:

Attribute Description

readprivs Specifies the privileges required to read from the device as a comma-separated list of

privilege names. You can define a maximum of eight privileges. A process with any of the
specified read privileges can read from the device.

writeprivs Specifies the privileges required to write to the device as a comma-separated list of
privilege names. You can define a maximum of eight privileges. A process with any of the
specified write privileges can write to the device.

Security

The root user and the security group own this file. Read and write access is granted to the root user.
Access for other users and groups depends on the security policy for the system.

Examples
The following example for a Device displays a typical stanza in the file:

/dev/mydev:
readprivs = PV_DAC_R,PV_AU_READ
writeprivs = PV_DAC_W,PV_AU_WRITE

This entry indicates that the process must have either the PV_DAC R privilege or the PV_AU_READ privilege to
read from the device. The process also must have either the PV_DAC_W privilege or the PV_AU WRITE
privilege to write to the device.

Related Information
The [getdevattr| subroutine, subroutine, subroutine, subroutine.

The [setsecattr] command, command, [rmsecatt] command, command, command,
Ispr

command.

[Role Based Access Control (RBAC)|in Security.

/etc/security/privfiles File

Purpose
Contains the security attributes for privileged files.

Description

The /etc/security/privfiles file is an ASCII stanza file that contains privileged files and their security
attributes. Each stanza in the /etc/security/privfiles file is identified by the full path name to the file,
followed by a colon (:). Each stanza contains attributes in the Attribute=Value form. The path name must
be the absolute path to the file and cannot contain symbolic link directories or be a symbolic link to the file.
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Each Attribute=Value pair is ended by a newline character, and each stanza is ended by an additional
newline character. For an example of a stanza, see

Modifying and Listing Entries in the privfiles File

Do not edit the /etc/security/privfiles file directly. Instead, use commands and subroutines that are
defined for managing privileged file databases. You can use the following commands to modify and list
entries in the privfiles file:

setsecattr
Adds or changes a file entry in the /etc/security/privfiles file.

Issecattr
Display the attributes and their values.

rmsecattr
Remove a file from the privfiles file.

To write programs that affect entries in the /etc/security/privfiles file, use one or more of the following
subroutines:

» getpfileattr
» getpfileattrs
* putpfileattr
* putpfileattrs

Attributes

A stanza in this file can contain one or more of the following security attributes:

Attribute Description

readauths Specifies the authorizations required to read from the file as a comma-separated list of

authorization names. A user with any of the authorizations can use the /usr/bin/pvi
command to read from the privileged file.

writeauths Specifies the authorizations required to write to the file as a comma-separated list of
authorization names. A user with any of the authorizations can use the /usr/bin/pvi
command to write to the privileged file.

Security

Read and write access is granted to the root user, and read access is granted to members of the security
group. Access for other users and groups depends on the security policy for the system.

Examples
The following example for a File displays a typical stanza in the file:

/etc/myconf:
readauths = aix.security.role.list
writeauths = aix.security.role.change

This entry indicates that users with the aix.security.role.list authorization can use the pvi command
to read the /etc/myconf file. Users with the aix.security.role.change authorization can use the pvi
command to write to the /etc/myconf file.

Related Information
The command, command, command, command.

The subroutine, subroutine, subroutine, subroutine.
The|RBAC|in Security.
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/proc File

Purpose
Contains state information about processes and threads in the system.

Syntax

#include <sys/procfs.h>

Description

The /proc file system provides access to the state of each active process and thread in the system. The
name of each entry in the /proc file system is a decimal number corresponding to the process ID. These
entries are subdirectories and the owner of each is determined by the user ID of the process. Access to
the process state is provided by additional files contained within each subdirectory. Except where
otherwise specified, the term /proc file is meant to refer to a non-directory file within the hierarchy rooted at
Iproc. The owner of each file is determined by the user ID of the process.

The various /proc directory, file, and field names contain the term Iwp (light weight process). This term
refers to a kernel thread. The /proc files do not refer to user space pthreads. While the operating system
does not use the term /wp to describe its threads, it is used in the /proc file system for compatibility with
other UNIX operating systems.

The following standard subroutine interfaces are used to access the /proc files:
* open subroutine
* close subroutine
» read subroutine
» write subroutine

Most files describe process state and are intended to be read-only. The ctl (control) and lwpctl (thread
control) files permit manipulation of process state and can only be opened for writing. The as (address
space) file contains the image of the running process and can be opened for both reading and writing. A
write open allows process control while a read-only open allows inspection but not process control. Thus,
a process is described as open for reading or writing if any of its associated /proc files is opened for
reading or writing, respectively.

In general, more than one process can open the same /proc file at the same time. Exclusive open is
intended to allow process control without another process attempting to open the file at the same time. A
process can obtain exclusive control of a target process if it successfully opens any /proc file in the target
process for writing (the as or ctl files, or the lwpctl file of any kernel thread) while specifying the O_EXCL
flag in the open subroutine. Such a call of the open subroutine fails if the target process is already open
for writing (that is, if a ctl, as, or Ilwpctl file is open for writing). Multiple concurrent read-only instances of
the open subroutine can exist; the O_EXCL flag is ignored on the open subroutine for reading. The first
open for writing by a controlling process should use the O_EXCL flag. Multiple processes trying to control
the same target process usually results in errors.

Data may be transferred from or to any locations in the address space of the traced process by calling the
Iseek subroutine to position the as file at the virtual address of interest, followed by a call to the read or
write subroutine. An I/O request extending into an unmapped area is truncated at the boundary. A read or
write request beginning at an unmapped virtual address fails with errno set to EFAULT.

Information and control operations are provided through additional files. The <sys/procfs.h> file contains
definitions of data structures and message formats used with these files. Some of these definitions use
sets of flags. The set types pr_sigset_t, fltset_t, and sysset_t correspond to signal, fault, and system call
enumerations, respectively. These enumerations are defined in the <sys/procfs.h> files. The pr_sigset_t
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and fltset_t types are large enough to hold flags for its own enumeration. Although they are of different
sizes, they have a common structure and can be manipulated by the following macros:

prfillset(&set); /* turn on all flags in set =/
premptyset (&set); /* turn off all flags in set =/
praddset (&set, flag); /* turn on the specified flag */
prdelset (&set, flag); /* turn off the specified flag */

r = prismember(&set, flag); /* != 0 if flag is turned on */

Either the prfillset or premptyset macro must be used to initialize the pr_sigset_t or fltset_t type before
it is used in any other operation. The flag parameter must be a member of the enumeration that
corresponds to the appropriate set.

The sysset_t set type has a different format, set of macros, and a variable length structure to
accommodate the varying number of available system calls. You can determine the total number of system
calls, their names, and number of each individual call by reading the sysent file. You can then allocate
memory for the appropriately sized sysset_t structure, initialize its pr_size field, and then use the
following macros to manipulate the system call set:

prfillsysset(&set) /* set all syscalls in the sysset */
premptysysset (&set) /* clear all syscalls in the sysset */
praddsysset (&set, num) /* set specified syscall in the sysset */
prdelsysset(&set, num) /* clear specified syscall in the sysset */

prissyssetmember(&set, num) /* !=0 if specified syscall is set =/
See the description of the sysent file for more information about system calls.

Every active process contains at least one kernel thread. Every kernel thread represents a flow of
execution that is independently scheduled by the operating system. All kernel threads in a process share
address space as well as many other attributes. Using the ctl and Iwpctl files, you can manipulate
individual kernel threads in a process or manipulate all of them at once, depending on the operation.

When a process has more than one kernel thread, a representative thread is chosen by the system for
certain process status file and control operations. The representative thread is stopped only if all the
process’s threads are stopped. The representative thread may be stopped on an event of interest only if
all threads are stopped, or it may be stopped by a PR_REQUESTED stop only if no other events of
interest exist.

The representative thread remains fixed as long as all the threads are stopped on events of interest or are
in PR_SUSPENDED stop and the PCRUN operand is not applied to any of them.

When applied to the process control file (ctl), every /proc control operation that affects a kernel thread
uses the same algorithm to choose which kernel thread to act on. With synchronous stopping (see
PCSET), this behavior enables an application to control a multiple thread process using only the process
level status and control files. For more control, use the thread-specific lwpctl files.

The /proc file system can be used by both 32-bit and 64-bit control processes to get information about
both 32-bit and 64-bit target processes. The /proc files provide 64-bit enabled mode invariant files to all
observers. The mode of the controlling process does not affect the format of the /proc data. Data is
returned in the same format to both 32-bit and 64-bit control processes. Addresses and applicable length
and offset fields in the /proc files are 8 bytes long.

Directory Structure

At the top level, the /proc directory contains entries, each of which names an existing process in the
system. The names of entries in this directory are process ID (pid) numbers. These entries are directories.
Except where otherwise noted, the files described below are read-only. In addition, if a process becomes a
zombie (one that has been terminated by its parent with an exit call but has not been suspended by a
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call), most of its associated /proc files disappear from the directory structure. Normally, later attempts
to open or to read or write to files that are opened before the process is terminated elicit the ENOENT
message. Exceptions are noted.

The /proc files contain data that presents the state of processes and threads in the system. This state is
constantly changing while the system is operating. To lessen the load on system performance caused by
reading /proc files, the /proc file system does not stop system activity while gathering the data for those
files. A single read of a /proc file generally returns a coherent and fairly accurate representation of process
or thread state. However, because the state changes as the process or thread runs, multiple reads of
Iproc files may return representations that show different data and therefore appear to be inconsistent with
each other.

An atomic representation is a representation of the process or thread at a single and discrete point in time.
If you want an atomic snapshot of process or thread state, stop the process and thread before reading the
state. There is no guarantee that the data is an atomic snapshot for successive reads of /proc files for a
running process. In addition, a representation is not guaranteed to be atomic for any I/O applied to the as
(address space) file. The contents of any process address space might be simultaneously modified by a
thread of that process or any other process in the system.

Note: Multiple structure definitions are used to describe the /proc files. A /proc file may contain additional
information other than the definitions presented here. In future releases of the operating system,
these structures may grow by the addition of fields at the end of the structures.

The /proc/pid File Structure
The /proc/pid directory contains (but is not limited to) the following entries:

as Contains the address space image of the process. The as file can be opened for both reading and
writing. The Iseek subroutine is used to position the file at the virtual address of interest.
Afterwards, you can view and modify the address space with the read and write subroutines,
respectively.

ctl A write-only file to which structured messages are written directing the system to change some
aspect of the process’s state or control its behavior in some way. The seek offset is not relevant
when writing to this file, see types of control messages for more information. Individual threads
also have associated lwpctl files. A control message may be written either to the ctl file of the
process or to a specific lwpctl file with operation-specific effects as described. The effect of a
control message is immediately reflected in the state of the process visible through appropriate
status and information files.

status
Contains state information about the process and one of its representative thread. The file is
formatted as a struct pstatus type containing the following members:

uint32_t pr_flag; /* process flags from proc struct p_flag */
uint32_t pr_flag2; /* process flags from proc struct p flag2 */
uint32_t pr_flags; /* /proc flags */

uint32_t pr_nlwp; /* number of threads in the process */

char pr_stat; /* process state from proc p_stat */

char pr_dmodel; /* data model for the process =*/

char pr__padl[6]; /* reserved for future use */

pr_sigset_t pr_sigpend; /* set of process pending signals */
prptr6d_t pr_brkbase; /* address of the process heap */

uintb4_t pr_brksize; /* size of the process heap, in bytes */
prptr64_t pr_stkbase; /* address of the process stack */

uinté4_t pr_stksize; /* size of the process stack, in bytes =*/
pid6d t pr pid; /* process id */

pided t pr_ppid; /* parent process id */

pided t pr_pgid; /* process group id x/

pid64d t pr_sid; /* session id */
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struct pr_timestruc64 t pr utime; /* process user cpu time */

struct pr_timestruc64 t pr_stime; /* process system cpu time */

struct pr_timestruc64_t pr_cutime; /* sum of children's user times */
struct pr_timestruc64_t pr_cstime; /* sum of children's system times */

pr_sigset_t pr_sigtrace; /* mask of traced signals x/
fltset_t pr_flttrace; /* mask of traced hardware faults =*/
uint32_t pr_sysentry offset; /* offset into pstatus file of sysset_t

* identifying system calls traced on
* entry. If 0, then no entry syscalls
* are being traced. x/
uint32_t pr_sysexit offset; /* offset into pstatus file of sysset t
* identifying system calls traced on
* exit. If 0, then no exit syscalls
* are being traced. */
uint64_t pr__pad[8]; /* reserved for future use */
Twpstatus_t pr_lwp; /* "representative" thread status =*/

The members of the status file are described below:

pr_flags
Specifies a bit-mask holding these flags:
PR_ISSYS
Process is a kernel process (see PCSTOP)
PR_FORK
Process has its inherit-on-fork flag set (see PCSET)
PR_RLC
Process has its run-on-last-close flag set (see PCSET)
PR_KLC
Process has its kill-on-last-close flag set (see PCSET)
PR_ASYNC
Process has its asynchronous-stop flag set (see PCSET)
PR_PTRACE
Process is controlled by the ptrace subroutine
pr_nlwp

Specifies the total number of threads in the process

pr_brkbase
Specifies the virtual address of the process heap

pr_brksize
Specifies the size, in bytes, of the process heap
Note: The address formed by the sum of the pr_brkbase and pr_brksize is the process
break (see the brk subroutine).

pr_stkbase
Specifies the virtual address of the process stack

pr_stksize
Specifies the size, in bytes, of the process stack

Note: Each thread runs on a separate stack. The operating system grows the process
stack as necessary.

pr_pid
Specifies the process ID
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psinfo

pr_ppid
Specifies the parent process ID

pr_pgid
Specifies the process group ID

pr_sid Specifies the session ID of the process

pr_utime
Specifies the user CPU time consumed by the process

pr_stime
Specifies the system CPU process time consumed by the process

pr_cutime
Specifies the cumulative user CPU time consumed by the children of the process,
expressed in seconds and nanoseconds

pr_cstime
Specifies the cumulative system CPU time, in seconds and nanoseconds, consumed by
the process’s children

pr_sigtrace
Specifies the set of signals that are being traced (see the PCSTRACE signal)

pr_flttrace
Specifies the set of hardware faults that are being traced (see the PCSFAULT signal)

pr_sysentry_offset
If non-zero, contains offsets into the status file to the sysset_t sets of system calls being
traced on system call entry (see the PCSENTRY signal). This flag is zero if system call
tracing is not active for the process.

pr_sysexit_offset
If non-zero, contains offsets into the status file to the sysset_t sets of system calls being
traced on system call exit (see the PCSEXIT signal). This field is zero if system call
tracing is not active for the process.

pr_lwp
If the process is not a zombie, contains an lwpstatus_t structure describing a
representative thread. The contents of this structure have the same meaning as if it was
read from a lwpstatus file.

Contains information about the process needed by the ps command. If the process contains more
than one thread, a representative thread is used to derive the lwpsinfo information. The file is
formatted as a struct psinfo type and contains the following members:

uint32_t pr_flag; /* process flags from proc struct p flag */
uint32_t pr_flag2; /* process flags from proc struct p_flag2 */
uint32_t pr_nlwp; /* number of threads in process */

uid_t pr_uid; /* real user id */

uid_t pr_euid; /* effective user id */

gid_t pr_gid; /* real group id */

gid_t pr_egid; /* effective group id */

uint32_t pr_argc; /* initial argument count =/

pid64d t pr_pid; /* unique process id */

pid64 t pr_ppid; /* process id of parent =/

pid64 t pr_pgid; /* pid of process group leader */

pid64d_t pr_sid; /* session id */

devb4 t pr_ttydev; /* controlling tty device */

prptr6d t  pr_addr; /* internal address of proc struct */
uint64_t pr_size; /* size of process image in KB (1024) units =/
uint64 t pr_rssize; /* resident set size in KB (1024) units */

struct  pr_timestruc6d t pr_start; /x process start time, time since epoch */
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map

struct  pr_timestruc64 t pr_time; /* usr+sys cpu time for this process */

prptre4_t  pr_argv; /* address of initial argument vector in
user process */

prptr6d t  pr_envp; /* address of initial environment vector
in user process x/

char pr_fname[PRFNSZ] ; /* last component of exec()ed pathnamex/

char pr_psargs[PRARGSZ] ; /* initial characters of arg list */

uint64_t pr__pad[8]; /* reserved for future use */

struct  Twpsinfo pr_Twp; /* "representative" thread info */

Note: Some of the entries in the psinfo file, such as pr_flag, pr_flag2, and pr_addr, refer to
internal kernel data structures and might not retain their meanings across different versions
of the operating system. They mean nothing to a program and are only useful for manual
interpretation by a user aware of the implementation details.

The psinfo file is accessible after a process becomes a zombie.

The pr_lwp flag describes the representative thread chosen. If the process is a zombie, the
pr_nlwp and pr_lwp.pr_Iwpid flags are zero and the other fields of pr_lwp are undefined.

Contains information about the virtual address map of the process. The file contains an array of
prmap structures, each of which describes a contiguous virtual address region in the address
space of the traced process.

Note: In AIX 5.1, there may be a limited number of array entries in this file. The map file may only
contain entries for virtual address regions in the process that contain objects loaded into the
process. This file may not contain array entries for other regions in the process such as the
stack, heap, or shared memory segments.

The prmap structure contains the following members:

uint64 t pr_size; /* size of mapping in bytes =*/
prptré4 t pr_vaddr; /* virtual address base */

char pr_mapname [PRMAPSZ] ; /* name in /proc/pid/object */

uint64 t pr_off; /* offset into mapped object, if any =*/
uint32_t pr_mflags; /* protection and attribute flags =*/
uint32_t pr_pathoff; /* if map entry is for a loaded object,

offset into the map file to a
null-terminated path name followed
by a null-terminated member name.
If file is not an archive file, the
member name is null.

The offset is 0 if map entry is

not for a loaded object. */

EE I

The members are described below:

pr_vaddr
Specifies the virtual address of the mapping within the traced process

pr_size
Specifies the size of the mapping within the traced process

pr_mapname
If not an empty string, contains the name of a file that resides in the object directory and
contains a file descriptor for the object to which the virtual address is mapped. The file is
opened with the open subroutine.

pr_off Contains the offset within the mapped object (if any) to which the virtual address is
mapped
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cred

sysent

pr_pathoff
If non-zero, contains an offset into the map file to the path name and archive member
name of a loaded object

pr_mflags

Specifies a bit-mask of protection and the following attribute flags:
MA_MAINEXEC

Indicates that mapping applies to the main executable in the process
MA_READ

Indicates that mapping is readable by the traced process
MA_WRITE

Indicates that mapping is writable by the traced process
MA_EXEC

Indicates that mapping is executable by the traced process
MA_SHARED

Indicates that mapping changes are shared by the mapped object

A contiguous area of the address space having the same underlying mapped object may appear
as multiple mappings because of varying read, write, execute, and shared attributes. The
underlying mapped object does not change over the range of a single mapping. An I/0O operation
to a mapping marked MA_SHARED fails if applied at a virtual address not corresponding to a
valid page in the underlying mapped object. Read and write operations to private mappings always
succeed. Read and write operations to unmapped addresses always fail.

Contains a description of the credentials associated with the process. The file is formatted as a
struct precred type and contains the following members:

uid_t pr_euid; /* effective user id */

uid_t pr_ruid; /* real user id */

uid_t pr_suid; /* saved user id (from exec) =/

gid t pr_egid; /* effective group id */

gid_t pr_rgid; /* real group id */

gid_t pr_sgid; /* saved group id (from exec) =*/
uint32_t pr_ngroups; /* number of supplementary groups =*/
gid_t pr_groups[1]; /* array of supplementary groups */

Contains information about the system calls available to the process. The file can be used to find
the number of a specific system call to trace. It can be used to find the name of a system call
associated with a system call number returned in a Ilwpstatus file.

The file consists of a header section followed by an array of entries, each of which corresponds to
a system call provided to the process. Each array entry contains the system call number and an
offset into the sysent file to that system call’s null-terminated name.

The sysent file is characterized by the following attributes:

» The system call names are the actual kernel name of the exported system call.

* The entries in the array do not have any specific ordering.

* There may be gaps in the system call numbers.

 Different processes may have different system call names and numbers, especially between a
32-bit process and a 64-bit process. Do not assume that the same names or numbers cross
different processes.

» The set of system calls may change during while the operating system is running. You can add
system calls while the operating system is running.

* The names and numbers of the system calls may change within different releases or when
service is applied to the system.
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cwd

fd

object

lwp

A link that provides access to the current working directory of the process. Any process can
access the current working directory of the process through this link, provided it has the necessary
permissions.

Contains files for all open file descriptors of the process. Each entry is a decimal number
corresponding to an open file descriptor in the process. If an enty refers to a regular file, it can be
opened with normal file semantics. To ensure that the contolling process cannot gain greater
access, there are no file access modes other than its own read/write open modes in the controlled
process. Directories will be displayed as links. An attempt to open any other type of entry will fail
(hence it will display O permission when listed).

A directory containing read-only files with names as they appear in the entries of the map file,
corresponding to objects mapped into the address space of the target process. Opening such a
file yields a descriptor for the mapped file associated with a particular address-space region. The
name a.out also appears in the directory as a synonym for the executable file associated with the
text of the running process.

The object directory makes it possible for a controlling process to get access to the object file and
any shared libraries (and consequently the symbol tables), without the process first obtaining the
specific path names of those files.

A directory containing entries each of which names a kernel thread within the containing process.
The names of entries in this directory are thread ID (tid) numbers. These entries are directories
containing additional files described below.

The /proc/pid/lwp/tid Structure
The directory /proc/pid/lwpl/tid contains the following entries:

lwpctl

This is a write-only control file. The messages written to this file affect only the associated thread
rather than the process as a whole (where appropriate).

lwpstatus

Contains thread-specific state information. This information is also present in the status file of the
process for its representative thread. The file is formatted as a struct lwpstatus and contains the
following members:

uinté4 t pr_Twpid; /* specific thread id */

uint32_t pr_flags; /* thread status flags */

char pr_state; /* thread state - from thread.h t_state */
uintl6é_t pr_cursig; /* current signal =*/

uintlé_t pr_why; /* reason for stop (if stopped) =/

uintlée_t pr_what; /* more detailed reason */

uint32_t pr_policy; /* scheduling policy =/

char pr_clname[PRCLSZ] ; /* printable character representing pr_policy */
pr_sigset t pr_Twppend; /* set of signals pending to the thread */
pr_sigset_t pr_lwphold; /* set of signals blocked by the thread =*/
pr_siginfo64_t pr_info; /* info associated with signal or fault =*/
pr_stack64 t pr_altstack; /* alternate signal stack info */

struct pr_sigaction64 pr_action; /* signal action for current signal =/
uintlée_t pr_syscall; /* system call number (if in syscall) =/
uintlée_t pr_nsysarg; /* number of arguments to this syscall */
uint64 t pr_sysarg[PRSYSARGS]; /* arguments to this syscall x/

prgregset t pr_reg; /* general and special registers x/
prfpregset t pr_fpreg; /* floating point registers */

pfamily t pr_family; /* hardware platform specific information */

The members of the lwpstatus file are described below:

pr_flags
Specifies a bit-mask holding these flags:
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PR_STOPPED
Indicates that the thread is stopped

PR_ISTOP
Indicates that the thread is stopped on an event of interest (see the PCSTOP
signal)

PR_DSTOP
Indicates that the thread has a stop directive in effect (see the PCSTOP signal)

PR_ASLEEP
Thread is in an interruptible sleep within a system call

PR_NOREGS
No register state was provided for the thread

pr_why and pr_what
Provides the reason for why a thread was stopped. The following are possible values of
the pr_why member:

PR_REQUESTED
Shows that the thread was stopped in response to a stop directive, normally
because the PCSTOP signal was applied or because another thread stopped on
an event of interest and the asynchronous-stop flag (see the PCSET signal) was
not set for the process. The pr_what member is unused in this case.

PR_SIGNALLED
Shows that the thread stopped on receipt of a signal (see the PCSTRACE signal).
The pr_what signal holds the signal number that caused the stop (for a
newly-stopped thread, the same value is given with the pr_cursig member).

PR_FAULTED
Shows that the thread stopped upon incurring a hardware fault (see the
PCSFAULT signal). The pr_what member contains the fault number that caused
the stop.

PR_SYSENTRY
Shows a stop on entry to a system call (see the PCSENTRY signal). The pr_what
member contains the system call number.

PR_SYSEXIT
Shows a stop on exit from a system call (see the PCSEXIT signal). The pr_what
contains the system call number.

PR_JOBCONTROL
Shows that the thread stopped because of the default action of a job control stop

signal (see the [sigaction| subroutine). The pr_what member contains the stopping
signal number.

pr_lwpid
Names the specific thread 1/0

pr_cursig
Names the current signal, which is the next signal to be delivered to the thread. When the
thread is stopped by the PR_SIGNALLED or PR_FAULTED signal, the pr_info member
contains additional information pertinent to the particular signal or fault. The amount of
data contained in the pr_info member depends on the stop type and whether on not the
application specified the SA_SIGINFO flag when the signal handler was established. For
PR_FAULTED stops and PR_SIGNALLED stops when the SA_SIGINFO flag was not
specified, only the si_signo, si_code, and si_addr pr_info fields contain data. For
PR_SIGNALLED stops when the SA_SIGINFO flag is specified, the other pr_info fields
contain data as well.
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pr_action

Contains the signal action information about the current signal. This member is undefined
if the pr_cursig member is zero. See the [sigaction| subroutine.

pr_lwppend

Identifies any synchronously generated or thread-directed signals pending for the thread. It
does not include signals pending at the process level.

pr_altstack

Contains the alternate signal stack information for the thread. See the
subroutine.

pr_syscall

Specifies the number of the system call, if any, that is being executed by the thread. It is
non-zero if and only if the thread is stopped on PR_SYSENTRY or PR_SYSEXIT.

If the pr_syscall member is non-zero, the pr_nsysarg member is the number of
arguments to the system call and the pr_sysarg array contains the arguments. In AIX 5.1,
the pr_nsysarg member is always set to 8, the maximum number of system call
parameters. The pr_sysarg member always contain eight arguments.

pr_clname

Contains the name of the scheduling class of the thread

pr_reg

Structure containing the threads general and special registers. The size and field names of
this structure are machine dependent. See the <sys/m_procfs.h> header file for description
of this structure for your particular machine. The contents of this structure are undefined if
the thread is not stopped.

pr_fpreg

Structure containing the threads floating point registers. The size and field names of this
structure are machine dependent. The contents of this structure are undefined if the thread
is not stopped.

pr_family

lwpsinfo

Contains the machine-specific information about the thread. Use of this field is not portable
across different architectures. The pr_family structure contains extended context offset
and size fields, which, if non-zero, indicate the availability of extended machine context
information for the thread. A subsequent read of the status or lwpstatus file at the
specified offset and size will retrieve the extended context information corresponding to a
prextset structure. Alternatively, the entire lwpstatus file can be read and formatted as a
struct lwpstatusx, which includes the prextset extension. The pr_family extended
context offset and size members, if non-zero, indicate if the prextset member of the
lwpstatusx structure is valid.

Contains information about the thread needed by the @ command. This information is also
present in the psinfo file of the process for its representative thread if it has one. The file is
formatted as a struct lwpsinfo type containing the following members:

uin
prp
prp
uin
uch
uch
cha
uch
int
uin

t64_t pr_lwpid; /* thread id */
tr64_t pr_addr; /* internal address of thread */
tr64 t pr_wchan; /* wait addr for sleeping thread x/
t32_t pr_flag; /* thread flags =/
ar_t pr_wtype; /* type of thread wait */
ar_ t pr_state; /* numeric scheduling state =/
r pr_sname; /* printable character representing pr_state */
ar_t pr_nice; /* nice for cpu usage */
pr_pri; /* priority, high value = high priorityx*/
t32_t pr_policy; /* scheduling policy */
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char pr_clname[PRCLSZ] ; /* printable character representing pr_policy */
cpu_t pr_onpro; /* processor on which thread last ran =*/
cpu_t pr_bindpro; /* processor to which thread is bound */

Some of the entries in the lwpsinfo file, such as pr_flag, pr_addr, pr_state, pr_wtype, and
pr_wchan, refer to internal kernel data structures and should not be expected to retain their
meanings across different versions of the operating system. They have no meaning to a program
and are only useful for manual interpretation by a user aware of the implementation details.

Control Messages

Process state changes are effected through messages written to the ctl file of the process or to the lwpctl
file of an individual thread. All control messages consist of an int operation code identifying the specific
operation followed by additional data containing operands (if any). Multiple control messages can be
combined in a single write subroutine to a control file, but no partial writes are permitted. Each control
message (operation code plus operands) must be presented in its entirety to the write subroutine, not in
pieces through several system calls.

The following are allowed control messages:

Note: Writing a message to a control file for a process or thread that has already exited elicits the error
ENOENT.

PCSTOP, PCDSTOP, PCWSTOP
When applied to the process control file,
» PCSTOP directs all threads to stop and waits for them to stop;
» PCDSTORP directs all threads to stop without waiting for them to stop;
* PCWSTOP simply waits for all threads to stop.

When applied to a thread control file,

» PCSTOP directs the specific thread to stop and waits until it has stopped;
+ PCDSTOP directs the specific thread to stop without waiting for it to stop;
« PCWSTOP simply waits for the thread to stop.

When applied to a thread control file, PCSTOP and PCWSTOP complete when the thread stops
on an event of interest and immediately if the thread is already stopped.

When applied to the process control file, PCSTOP and PCWSTOP complete when every thread
has stopped on an event of interest.

An event of interest is either a PR_REQUESTED stop or a stop that has been specified in the
process’s tracing flags (set by PCSTRACE, PCSFAULT, PCSENTRY, and PCSEXIT).
PR_JOBCONTROL and PR_SUSPENDED stops are not events of interest. (A thread may stop
twice because of a stop signal; first showing PR_SIGNALLED if the signal is traced and again
showing PR_JOBCONTROL if the thread is set running without clearing the signal.) If PCSTOP or
PCDSTOP is applied to a thread that is stopped, but not because of an event of interest, the stop
directive takes effect when the thread is restarted by the competing mechanism; at that time the
thread enters a PR_REQUESTED stop before executing any user-level code.

A write operation of a control message that blocks is interruptible by a signal so that, for example,
an alarm subroutine can be set to avoid waiting for a process or thread that may never stop on an
event of interest. If PCSTOP is interrupted, the thread stop directives remain in effect even though
the write subroutine returns an error.

A kernel process (indicated by the PR_ISSYS flag) is never executed at user level and cannot be
stopped. It has no user-level address space visible through the /proc file system. Applying
PCSTOP, PCDSTOP, or PCWSTOP to a system process or any of its threads elicits the error
EBUSY.
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PCRUN
Executes a thread again after it was stopped. The operand is a set of flags, contained in an int
operand, describing optional additional actions.

The allowed flags for PCRUN are described below:

PRCSIG

Clears the current signal, if any. See PCSSIG.
PRCFAULT

Clears the current fault, if any. See PCCFAULT.
PRSTEP

Directs the thread to execute a single machine instruction. On completion of the
instruction, a trace trap occurs. If FLTTRACE is being traced, the thread stops, otherwise
it is sent SIGTRAP. If SIGTRAP is being traced and not held, the thread stops. When the
thread stops on an event of interest the single-step directive is cancelled, even if the stop
occurs before the instruction is executed.

PRSABORT
Instructs the thread to abort execution of the system call. See PCSENTRY, and PCSEXIT.
It is significant only if the thread is in a PR_SYSENTRY stop or is marked PR_ASLEEP.

PRSTOP
Directs the thread to stop again as soon as possible after resuming execution. See
PCSTOP. In particular, if the thread is stopped on PR_SIGNALLED or PR_FAULTED, the
next stop shows PR_REQUESTED, no other stop intervenes, and the thread does not
execute any user-level code.

When applied to a thread control file, PCRUN makes the specific thread runnable. The operation
fails and returns the error EBUSY if the specific thread is not stopped on an event of interest.

When applied to the process control file, a representative thread is chosen for the operation as
described for the /proc/pidlstatus file. The operation fails and returns the error EBUSY if the
representative thread is not stopped on an event of interest. If PRSTEP or PRSTOP were
requested, PCRUN makes the representative thread runnable. Otherwise, the chosen thread is
marked PR_REQUESTED. If as a result all threads are in the PR_REQUESTED stop state, they
all become runnable.

Once PCRUN makes a thread runnable, it is no longer stopped on an event of interest, even if it
remains stopped because of a competing mechanism.

PCSTRACE
Defines a set of signals to be traced in the process. Upon receipt of one of these signals, the
thread stops. The set of signals is defined using an operand pr_sigset_t contained in the control
message. Receipt of SIGKILL cannot be traced. If you specify SIGKILL, the thread ignores it.

If a signal that is included in a thread’s held signal set is sent to that thread, the signal is not
received and does not cause a stop until it is removed from the held signal set. Either the thread
itself removes it or you remove it by setting the held signal set with PCSHOLD or the PRSHOLD
option of PCRUN.

PCSSIG
Specifies the current signal and its associated signal information for the specific thread or
representative thread. This information is set according with the operand pr_siginfo64 structure. If
the specified signal number is zero, the current signal is cleared. The error EBUSY is returned if
the thread is not stopped on an event of interest.

The syntax of this operation are different from those of the kill subroutine, pthread__kill
subroutine, or PCKILL. With PCSSIG, the signal is delivered to the thread immediately after
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execution is resumed (even if the signal is being held) and an additional PR_SIGNALLED stop
does not intervene even if the signal is being traced. Setting the current signal to SIGKILL ends
the process immediately.

PCKILL
If applied to the process control file, a signal is sent to the process with syntax identical to those of
the kill subroutine. If applied to a thread control file, a signal is sent to the thread with syntax
identical to those of the pthread__kill subroutine. The signal is named in an operand int
contained in the message. Sending SIGKILL ends the process or thread immediately.

PCUNKILL
Specifies a signal to be removed from the set of pending signals. If applied to the process control
file, the signal is deleted from the process’s pending signals. If applied to a thread control file, the
signal is deleted from the thread’s pending signals. The current signal (if any) is unaffected. The
signal is named in an operand int in the control message. An attempt to delete SIGKILL results in
the error EINVAL.

PCSHOLD
Sets the set of held signals for the specific or representative thread according to the operand
sigset_t structure. Held signals are those whose delivery is delayed if sent to the thread. SIGKILL
or SIGSTOP cannot be held. If specified, they are silently ignored.

PCSFAULT
Defines a set of hardware faults to be traced in the process. When incurring one of these faults, a
thread stops. The set is defined via the operand fltset_t structure. Fault names are defined in the
<sys/procfs.h> file and include the following:

Note: Some of these may not occur on all processors; other processor-specific faults may exist in
addition to those described here.

FLTILL
lllegal instruction

FLTPRIV
Privileged instruction

FLTBPT
Breakpoint trap

FLTTRACE
Trace trap

FLTACCESS
Memory access fault (bus error)

FLTBOUNDS
Memory bounds violation

FLTIOVF
Integer overflow

FLTIZDIV
Integer zero divide

FLTFPE
Floating-point exception

FLTSTACK
Unrecoverable stack fault

When not traced, a fault normally results in the posting of a signal to the thread that incurred the
fault. If a thread stops on a fault, the signal is posted to the thread when execution is resumed
unless the fault is cleared by PCCFAULT or by the PRCFAULT option of PCRUN. The pr_info
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field in /proc/pidlstatus or in /proc/pidllwp/tidllwpstatus identifies the signal to be sent and
contains machine-specific information about the fault.

PCCFAULT
Specifies the current fault, if any, to be cleared. The associated signal is not sent to the specified
thread or representative thread.

PCSENTRY
Instructs the process’s threads to stop on entry to specified system calls. The set of system calls
to be traced is defined via an operand sysset_t structure. When entry to a system call is being
traced, a thread stops after having begun the call to the system but before the system call
arguments have been fetched from the thread.

If a thread is stopped on entry to a system call (PR_SYSENTRY) or when sleeping in an
interruptible system call (PR_ASLEEP is set), it may be instructed to go directly to system call exit
by specifying the PRSABORT flag in a PCRUN control message. Unless exit from the system call
is being traced, the thread returns to user level showing error EINTR.

PCSEXIT
Instructs the process’s threads to stop on exit from specified system calls. The set of system calls
to be traced is defined via an operand sysset_t structure. When exit from a system call is being
traced, a thread stops on completion of the system call just before checking for signals and
returning to user level. At this point, all return values have been stored into the threads’s registers.

PCSET, PCRESET, PCUNSET
PCSET sets one or more modes of operation for the traced process. PCRESET or PCUNSET
resets these modes. The modes to be set or reset are specified by flags in an operand int in the
control message:

PR_FORK (inherit-on-fork)
When set, the tracing flags of the process are inherited by the child of a or
subroutine. When reset, child processes start with all tracing flags cleared.

PR_RLC (run-on-last-close)
When set and the last writable /proc file descriptor referring to the traced process or any
of its thread is closed, all the tracing flags of the process are cleared, any outstanding stop
directives are cancelled, and if any threads are stopped on events of interest, they are set
running as though PCRUN had been applied to them. When reset, the process’s tracing
flags are retained and threads are not set running on last close.

PR_KLC (kill-on-last-close)
When set and the last writable /proc file descriptor referring to the traced process or any
of its threads is closed, the process is exited with SIGKILL.

PR_ASYNC (asynchronous-stop)
When set, a stop on an event of interest by one thread does not directly affect other
threads in the process. When reset and a thread stops on an event of interest other than
PR_REQUESTED, all other threads in the process are directed to stop.

The error EINVAL is returned if you specify flags other than those described above or to apply
these operations to a system process. The current modes are reported in the pr_flags field of the
Iproc/pidlstatus file.

PCSREG
Sets the general and special registers for the specific or representative thread according to the
operand prgregset_t structure. There may be machine-specific restrictions on the allowable set of
changes. PCSREG fails and returns the error EBUSY if the thread is not stopped on an event of
interest or is stopped in the kernel.

PCSFPREG
Sets the floating point registers for the specific or representative thread according to the operand
fpregset_t structure. The error EINVAL is returned if the system does not support floating-point
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operations (no floating-point hardware and the system does not emulate floating-point machine
instructions). PCSFPREG fails and returns the error EBUSY if the thread is not stopped on an
event of interest or is stopped in the kernel.

PCSVREG

Sets the vector registers for the specific or representative thread according to the operand
prvregset _t structure. The error EINVAL is returned if the system does not support vector
operations (no vector hardware and the system does not emulate vector machine instructions), or
if the representative thread has not referenced the vector unit. PCSVREG fails and returns the
error EBUSY if the thread is not stopped on an event of interest or is stopped in the kernel.

PCNICE

The traced process’s priority is incremented by the amount contained in the operand int.
Only the superuser may better a process’s priority in this way, but any user may make the priority
worse. This operation is significant only when applied to a process in the time-sharing scheduling

class.

Files

Iproc

Iproc/pid
Iproc/pid/status
Iproc/pid/ctl
Iproc/pid/psinfo
Iproc/pidlas
Iproc/pidimap
Iproc/pidlobject
Iproc/pidlsigact
Iproc/pid/sysent
Iproc/pid/lwp/tid
proc/pidllwp/tidllwpstatus
Iproc/pid/llwp/tidllwpctl
Iproc/pid/llwp/tidllwpsinfo

Error Codes

Directory (list of processes)
Directory for the process pid

Status of process pid

Control file for process pid

ps info for process pid

Address space of process pid

as map info for process pid
Directory for objects for process pid
Signal actions for process pid
System call information for process pid
Directory for thread tid

Status of thread tid

Control file for thread tid

ps info for thread tid

Other errors can occur in addition to the errors normally associated with file system access:

Error Code
ENOENT

EFAULT

EIO

EBUSY

Description

The traced process or thread has exited after being

opened.

A read or write request was begun at an invalid virtual

address.

A write subroutine was attempted at an illegal address in

the traced process.

This error is returned because of one of the following

reasons:

« PCSTOP, PCDSTOP or PCWSTOP was applied to a
system process.

» An exclusive open subroutine was attempted on a
process file already open for writing.

* PCRUN, PCSSIG, PCSREG or PCSFPREG was
applied to a process or thread that was not stopped on
an event of interest.

* An attempt was made to mount the /proc file system
when it is already mounted.
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Error Code Description

EPERM Someone other than the privileged user attempted to
better a process’s priority by issuing PCNICE.
ENOSYS An attempt was made to do an unsupported operation

(such as create, remove, link, or unlink) on an entry in the

Iproc file system.

EINVAL An invalid argument was supplied to a system call. The
following are some—but not all—possible conditions that
can elicit this error:
= A control message operation code is undefined.

» A control message is ill-formed.

* The PRSTEP option of the PCRUN operation was used
on an implementation that does not support
single-stepping.

* An out of range signal number was specified with
PCSSIG, PCKILL, or PCUNKILL.

» SIGKILL was specified with PCUNKILL.

 PCSFPREG was applied on a machine without
floating-point support.

« PCSVREG was applied on a machine without vector
support or was applied to a thread that has not
referenced the vector unit.

EINTR A signal was received by the controlling process while
waiting for the traced process or thread to stop via
PCSTOP or PCWSTOP.

EBADF The traced process performed an exec subroutine on a
setuid/setgid object file or on an object file that is not
readable for the process. All further operations on the
process or thread file descriptor (except the close
subroutine) elicit this error.

Security
The effect of a control message is guaranteed to be atomic with respect to the traced process.

For security reasons, except for the privileged user, an open subroutine of a /proc file fails unless both the
effective user ID and effective group ID of the caller match those of the traced process and the process’s
object file is readable by the caller. Files corresponding to setuid and setgid processes can be opened
only by the privileged user. Even if held by the privileged user, an open process or thread file descriptor
becomes invalid if the traced process performs an exec subroutine on a setuid/setgid object file or on an
object file that it cannot read. Any operation performed on an invalid file descriptor, except for the close
subroutine, fails with EBADF. In this case, if any tracing flags are set and the process or any thread file is
open for writing, the process is directed to stop and its run-on-last-close flag is set (see PCSET).

This feature enables a controlling process (that has the necessary permission) to reopen the process file
to obtain new valid file descriptors, close the invalid file descriptors, and proceed. Just closing the invalid
file descriptors causes the traced process to resume execution with no tracing flags set. Any process that
is not currently open for writing with tracing flags left over from a previous open subroutine and that
performs an exec subroutine on a setuid/setgid or unreadable object file is not stopped. However, that
process does not have all its tracing flags cleared.
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proxy.ldif.template File

Purpose
Defines the ACL that will be set for the proxy identity when the mksecldap command is invoked with the
-x and -X command options.

Description

The proxy.ldif.template file contains LDAP data interchange formatted (LDIF) entries used by mksecldap
when creating a proxy identity during server setup. By default, the file contains entries to create the proxy
identity and password and set the default ACL to propagate down from the base DN (distinguished name).

Entries in the file may be modified or added by the system administrator to customize the LDAP server
setup performed by the mksecldap command. Several case sensitive key words exist in the file that are
dynamically replaced with the values that mksecldap is invoked with as described in the following table.

Keyword Substitution

{baseDN} Replaced with base distinguished name specified by the -d option of the mksecldap
command.

{proxyDN} Replaced with proxy user distinguished name specified by the -x option of mksecldap.

{proxyUser} Replaced with proxy user name (proxyDN stripped of suffix and prefix).

{proxyPWD} Replaced with proxy user password specified by the -X option of mksecldap.

Related Information
The command.

[Lightweight Directory Access Protocol|in Operating system and device management.

pwdhist File

Purpose
Contains password history information.

Description

The /etc/security/pwdhist.dir and /etc/security/pwdhist.pag files are database files created and
maintained by Database Manager (DBM) subroutines. The files maintain a list of previous user passwords.

The pwdhist files store information by user name. User names are the keys of the DBM subroutines. The
password list contains multiple pairs of a lastupdate value and an encrypted, null-terminated password.
This password list is a key’s associated content and the lastupdate value is a 4-byte, unsigned long. The
encrypted password is the size of the PW_CRYPTLEN value. Thus, an entry in the database file is of the
following format:

lastupdatepasswordlastupdatepasswordlastupdatepasswor
d...

The password list is in descending chronological order, with the most recent password appearing first in
the list.

To retrieve a user’s password history, use the dbm_fetch subroutine. To delete a user’s password history,
use the dbm_delete subroutine.
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Security
Access Control: The files grant read and write access only to the root user.

Examples
If user sally has the following previous passwords:

password = 6PugcayXL.lRw ; Tastupdate =
737161212

password = r5MZvr69mGelLE ;
lastupdate = 746458629

the dbm_fetch subroutine returns the following entry for the key sally:
746458629r5MZvr69mGelLE7371612126PugcayXL. 1Rw

Related Information
The |letc/security/passwd| file, [letc/security/userfile.

The command.

For lists of DBM and NDBM Subroutines, see |List of NDBM and DBM Programming References|in AlX
Version 6.1 Communications Programming Concepts.

publickey File for NIS

Purpose
Contains public or secret keys for maps.

Description

The /etc/publickey file is the public key file used for secure networking. Each entry in the file consists of a
network user name (which may refer to either a user or a host name), followed by the user’s public key (in
hex notation), a colon, and then the user’s secret key encrypted with its login password (also in hex
notation). This file is part of the Network Support Facilities.

This file is altered either by the user through the chkey command or by the person who administers the
system through the newkey command. The publickey file should only contain data on the master server,
where it is converted into the publickey.byname NIS map.

Related Information
The [chkey] command, command, command.

The daemon, [ypupdated daemon.

Exporting a File System Using Secure NFS} [Mounting a File System Using Secure NFS| [Network File|
System Overview| [Network Information Service Overview|in Networks and communication management.

/etc/security/pwdalg.cfg File

Purpose
Contains configuration information for loadable password algorithms (LPA).
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Description

The /etc/security/pwdalg.cfg file is an ASCII file that contains stanzas of configuration information for
loadable password algorithms (LPA). Each stanza has a name, followed by a colon (:), which defines an
LPA. An LPA name is used in the /etc/security/login.cfg file to specify the default system-wide password
algorithm. Attributes are in the form Attribute=Value. Each attribute ends with a newline character, and
each stanza ends with an additional newline character. For an example of a stanza, see

Attribute Definition

Ipa_module Defines the path of the LPA to load. If you do not specify a full path, the
lustr/lib/security directory is prefixed for 32-bit. The full path of the 64-bit load
module is the full path of the 32-bit module suffixed with _64.

Ipa_options Specifies an optional attribute that provides a means to communicate run-time
configuration options to the load module. The value is a comma-separated list
of items. Options that can be used are specific to the LPA that you specify in
the Ipa_module attribute. The optional flags for each LPA module are
described in the product documentation for that LPA.

Security
Read and write access is granted to the root user and members of the security group.

Examples
The following example is a typical stanza:

ssha256:
Tpa_module = /usr/Tib/security/ssha
Tpa_options = algorithm=sha256,cost _num=9,salt_len=24

Files

letc/security/pwdalg.cfg Specifies the path to the file.

etc/security/login.cfg Contains configuration information for login and user authentication.
etc/passwd| Contains the basic attributes of users.

etc/security/passwd| Contains password information.

Related Information
The command, command, and command.

The subroutine, subroutine, and subroutine.

in Operating system and device management.

qconfig File

Purpose
Configures a printer queuing system.

Description

The /etc/qconfig file describes the queues and devices available for use by both the command,
which places requests on a queue, and the command, which removes requests from the queue
and processes them. The qconfig file is an attribute file.
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Some stanzas in this file describe queues, and other stanzas describe devices. Every queue stanza
requires that one or more device stanzas immediately follow it in the file. The first queue stanza describes
the default queue. Unless the LPDEST or PRINTER environment variable is set, the enq command uses
this queue when it receives no queue parameter. If LPDEST contains a value, that value takes
precedence over the PRINTER environment variable. Destination command-line options always override
both variables.

The name of a queue stanza can be from 1 to 20 characters long. Some of the fields and their possible
values that can appear in this file are:

Field Definition

acctfile Identifies the file used to save print accounting information. FALSE, the default value, indicates
suppress accounting. If the named file does not exist, no accounting is done.

device Identifies the symbolic name that refers to the device stanza.

discipline Defines the queue serving algorithm. The default value, fcfs, means first-come-first-served. sjn
means shortest job next.

up Defines the state of the queue. TRUE, the default value, indicates that the queue is running.
FALSE indicates that it is not running.

recovery_type Enables users to specify a recovery option when a print queue goes down. By default, the queue

remains in the down state pending user intervention.

Other options can be specified using the following values:

runscript <PathName>
A user-defined script is run when the queue goes down. The actions taken by the script
are left to the discretion of the system administrator.

retry -T <delay> -R <retries>
The queue will stay down for the period of time specified in delay (expressed in
minutes). Subsequently, it will be taken back up and the job will be retried. This is
repeated up to the number of retries specified in retries. This is particularly useful in
cases Where job failures are due to temporary conditions likely to be resolved within the
lapse of a certain time period (for example, a paper out condition or a temporary
network glitch or slowdown).

sendmail <username>
The specified user will receive mail when the queue goes down notifying him or her that
the specific printer is down.

Note: Ip is a BSD standard reserved queue name and should not be used as a queue name in the
qconfig file.

The following list shows some of the fields and their possible values that appear in the gconfig file for
remote queues:

host Indicates the remote host where the remote queue is found.
s_statfilter Specifies the short version filter used to translate remote queue status format. The following
are possible values:

lusr/lib/Ipd/bsdshort
BSD remote system

lusr/lib/Ipd/aixv2short
RT remote system

lusr/lib/Ipd/attshort
AT&T remote system
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1_statfilter Specifies the long version filter used to translate remote queue status format. The following
are possible values:

lust/lib/Ipd/bsdlong
BSD remote system

lustr/lib/Ipd/aixv2long
RT remote system

lusr/lib/Ipd/attiong
AT&T remote system
rq Specifies the remote queue name. In a remote print environment, the client configuration
should specify the remote queue name or the server. Using the default remote queue name
may cause unpredictable results.

If a field is omitted, its default value is assumed. The default values for a queue stanza are:

discipline = fcfs
up = TRUE
acctfile = FALSE

recovery_type = queuedown
The device field cannot be omitted.

The name of a device stanza is arbitrary and can be from 1 to 20 characters long. The fields that can
appear in the stanza are:

Field Definition

access Specifies the type of access the backend has to the file specified by the file field. The value of access
is write if the backend has write access to the file or both if it has both read and write access. This field
is ignored if the file field has the value FALSE.

align Specifies whether the backend sends a form-feed control before starting the job if the printer was idle.
The default value is TRUE.
backend Specifies the full path name of the backend, optionally followed by the flags and parameters to be

passed to it. The path names most commonly used are /usr/lib/Ipd/piobe for local print and
lust/lib/Ipd/rembak for remote print.

feed Specifies either the number of separator pages to print when the device becomes idle or the value
never, the default, which indicates that the backend is not to print separator pages.

file Identifies the special file where the output of backend is to be redirected. FALSE, the default value,
indicates no redirection and that the file name is /dev/null. In this case, the backend opens the output
file.

header Specifies whether a header page prints before each job or group of jobs. A value of never, the default

value, indicates no header page at all. always means a header page before each job. group means a
header before each group of jobs for the same user. In a remote print environment, the default action is
to print a header page and not to print a trailer page.

trailer Specifies whether a trailer page prints after each job or group of jobs. A value of never, the default,
means no trailer page at all. always means a trailer page after each job. group means a trailer page
after each group of jobs for the same user. In a remote print environment, the default action is to print
a header page and not to print a trailer page.

Theprocess places the information contained in the feed, header, trailer, and align fields into
a status file that is sent to the backend. Backends that do not update the status file do not use the
information it contains.

If a field is omitted, its default value is assumed. The backend field cannot be omitted. The default values
in a device stanza are:
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file = FALSE
access = write
feed = never
header = never
trailer = never
align = TRUE

The enq command automatically converts the ASCII qconfig file to binary format when the binary version
is missing or older than the ASCII version. The binary version is found in the /etc/qconfig.bin file.

Note: The gconfig file should not be edited while there are active jobs in any queue. Any time the
qconfig file is changed, jobs submitted prior to the change will be processed before jobs submitted
after the change.

Editing includes both manual editing and use of the mkque, rmque, chque, mkquedev, rmquedev, or
chquedev command. It is recommended that all changes to the qconfig file be made using these
commands. However, if manual editing is desired, first issue the enq -G command to bring the queuing
system and the qdaemon to a halt after all jobs are processed. Then edit the gconfig file and restart the
qdaemon with the new configuration.

Examples
1. The batch queue supplied with the system might contain these stanzas:
bsh:

discipline = fcfs

device = bshdev
bshdev:

backend = /usr/bin/ksh

To run a shell procedure called myproc using this batch queue, enter:
gprt -Pbsh myproc

The queuing system runs the files one at a time, in the order submitted. The qdaemon process
redirects standard input, standard output, and standard error to the /dev/null file.

2. To allow two batch jobs to run at once, enter:

bsh:

discipline = fcfs

device = bshl,bsh2
bshl:

backend = /usr/bin/ksh
bsh2:

backend = /usr/bin/ksh

3. To set up a remote queue, bsh, enter:

remh:
device = rd0
host = pluto
rq = bsh
rdo:
backend = /usr/1ib/1pd/rembak

4. 4. To set a local queue such that mail is sent to user1 @xyz.com when it goes down, enter:

ps:
recovery_type = sendmail userl@xyz.com
device = Tp0
1p0:
file = /dev/1p0
header = never
trailer = never
access = both
backend = /usr/1ib/1pd/piobe
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Files

letc/qconfig Contains the configuration file.

letc/qconfig.bin Contains the digested, binary version of the /etc/qconfig file.

dev/nuII| Provides access to the null device.

usr/lib/lpd/piobe| Specifies the path of the local printer backend.

usr/lib/lpd/rembak| Specifies the path of the remote printer backend.

usr/lib/Ipd/digest] Contains the program that converts the /etc/qconfig file to binary format.

Related Information

The command, @ command, command.

|Backend and gdaemon interaction| in AIX Version 6.1 General Programming Concepts: Writing and
Debugging Programs.

[Printing administration| and [Print spooler|in Printers and printing.

raspertune File

Purpose
Contains persistent RAS customization.

Description

You can use the /var/adm/ras/raspertune file to specify persistent RAS attribute values, which are used
when the system is rebooted, if the bosboot command is run after the file is modified.

This file consists of a series of control commands: the ctetrl command, the dumpctrl command, and the
errctrl command. Other commands are not allowed. You must use the -p flag in each command.
Otherwise, the bosboot command ignores the control command. You can continue lines by ending them
with a backslash (\) character. Use rules for the /bin/sh file to quote command line arguments.

The file is automatically modified when you use a control command with the -P flag. You can also modify
the file manually, but only when IBM Service personnel requests it.

Files

Ivar/adm/ras/raspertune Specifies the path to the file.

Related Information
The command, command, and command.

rc.boot File

Purpose
Controls the machine boot process.

Description

Attention: Executing the rc.boot script on a system that is already running may cause unpredictable
results.
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The /sbin/rc.boot file is a shell script that is called by the simple shell init and the standard init command
to bring up a system. Depending upon the type of boot device, the rc.boot file configures devices and also
calls the appropriate applications. Appropriate applications include:

* Booting from disk

» Varying on a root volume group

» Enabling file systems

+ Calling the BOS installation programs or diagnostics

The rc.boot program is only called by an init process.

Files
letc/inittab Controls the initialization process.
lusr/lib/boot/ssh Calls the rc.boot file.

Related Information
[Systems that will not boot| in the Operating system and device management.

[Logical volume storagelin the Operating system and device management.

rc.tcpip File for TCP/IP

Purpose
Initializes daemons at each system restart.

Description

The /etc/re.tepip file is a shell script that, when executed, uses SRC commands to initialize selected
daemons. The re.tepip shell script is automatically executed with each system restart. It can also be
executed at any time from the command line.

Most of the daemons that can be initialized by the rc.tcpip file are specific to TCP/IP. These daemons are:
. d (started by default)

HH

L

Note: Running the gated and routed daemons at the same time on a host may cause unpredictable
results.

There are also daemons specific to the base operating system or to other applications that can be started
through the re.tcpip file. These daemons are:

i

. iportmaa
* [sendmail
» |syslogd

|

The syslogd daemon is started by default.
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Examples

1. The following stanza starts the syslogd daemon:

#Start up syslog daemon (for err
or and event logging)
start /usr/sbin/syslogd "$src_running"

2. The following stanza starts the Ipd daemon:

#Start up print daemon
start /usr/sbin/1pd "$src_running"

3. The following stanza starts the routed daemon, but not the gated daemon:

#Start up routing daemon (only s

tart ONE)

start /usr/sbin/routed "$src_running" -g
#start /usr/sbin/gated "$src_running"

Related Information
The command, command.

The [gated| daemon, [inetd| daemon, [ipd] daemon, [named| daemon, [portmap]| daemon, daemon,
rwhod|da sendmail

emon, daemon, |syslogd| daemon, Igimed| daemon.

[TCP/IP name resolution|in Networks and communication management.

Installation of TCP/IP|in Networks and communication management.

realm.map File

Purpose
Contains the NFS local realm-to-domain maps.

Description

The /etc/nfs/realm.map file contains the local NFS realm-to-domain mappings. These mappings are used
by NFS V4 to convert Kerberos principals to UNIX credentials. The /etc/nfs/realm.map file may be
modified using the chnfsrtd command. The format of the /etc/nfs/realm.map file has one Kerberos realm
and its corresponding NFS domain per line. A Kerberos realm should only be specified once in the file.

Files

letc/nfs/realm.map The realm.map file.

Related Information

The command.

remote.unknown File for BNU

Purpose
Logs access attempts by unknown remote systems.

Description

The /usr/sbin/uucp/remote.unknown file is a shell script. It is executed by the Basic Networking Utilities
(BNU) program when a remote computer that is not listed in the local /etc/uucp/Permissions file attempts
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to communicate with that local system. The BNU program does not permit the unknown remote system to
connect with the local system. Instead, the remote.unknown shell procedure appends an entry to the
Yvar/spool/uucp/.Admin/Foreign|file.

Modify the remote.unknown file to fit the needs of your site. For example, to allow unknown systems to
contact your system, remove the execute permissions for the remote.unknown file. You can also modify
the shell script to send mail to the BNU administrator or to recognize certain systems and reject others.

Note: Only someone with root user authority can edit the remote.unknown file, which is owned by the
uucp program login ID.

Files

lusr/sbin/uucp/remote.unknown Contains the remote.unknown shell script.
etc/sbin/Permissions| Describes access permissions for remote systems.
var/spool/uucp/.Admin/Foreign| Lists access attempts by unknown systems.

Related Information
[Basic Networking Utilities|in Networks and communication management.

resource_data_input Information

Purpose

Provides information about using an input file for passing resource class and resource attribute names and
values to the resource monitoring and control (RMC) command-line interface (CLI).

Description

You can specify the name of a resource data input file with the -f command-line flag to pass resource
persistent attribute values to the RMC CLI when using the command line directly would be too
cumbersome or too prone to typographical errors. The data in this file is used for defining resources or for
changing the persistent attribute values of a resource or resource class. This file has no set location. It can
be a temporary file or a permanent file, depending on requirements.

The mkrsrc and chrsrc commands read this file when they are issued with the -f flag. The Isrsrcdef and
Isactdef commands generate a file with this format when issued with the -i flag.

PersistentResourceAttributes
Persistent attribute names and values for one or more resources for a specific resource class used
to define a new resource or change attribute values for an existing resource. The persistent
resource attributes are read in by the commands mkrsrc and chrsrc. These attributes are ignored
if the input file is read by the chrsrc command that has been specified with the -c flag.

PersistentResourceClassAttributes
Persistent attribute names and values for a resource class used to change the attribute values of
an existing resource class. The persistent resource class attributes are read in by the command
chrsrc only when the -c flag is specified.

In general, a resource_data_input file is a flat text file with the following format. Bold words are literal. Text
that precedes a single colon (:) is an arbitrary label and can be any alphanumeric text.

PersistentResourceAttributes::
# This is a comment

label:
AttrNamel = value
AttrName2 = value
AttrName3 = value
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another label:
Name
NodeNumber

name

PersistentResourceClassAttributes::
label:
SomeSettabTleAttrName = value
SomeOtherSettableAttrName = value

See the Examples section for more details.

Some notes about formatting follow:

* The keywords PersistentResourceAttributes and PersistentResourceClassAttributes are followed
by a double colon (::).

* The order of the keyword stanzas is not significant in the file. For example,
PersistentResourceClassAttributes could precede PersistentResourceClass. It does not affect the
portion of the data that is read in by the calling CLI.

 Individual stanza headings (beneath the keywords) are followed by a single colon (:), for example:
c175n05 resource info:

» White space at the beginning of lines is not significant. Tabs or spaces are suggested for readability.
* Any line with a pound sign (#) as the first printable character is is a comment.

» Each entry on an individual line is separated by white space (spaces or tabs).

» Blank lines in the file are not significant and are suggested for readability.

* There is no limit to the number of resource attribute stanzas included in a particular
PersistentResourceAttributes section.

* There is no limit to the number of resource class attribute stanzas included in a particular
PersistentResourceClassAttributes section. Typically, there is only one instance of a resource class.
In this case, only one stanza is expected.

 If only one resource attribute stanza is included in a particular PersistentResourceAttributes section,
the label: line can be omitted.

» If only one resource class attribute stanza is included in a particular
PersistentResourceClassAttributes section, the /abel: line can be omitted.

» Values that contain spaces must be enclosed in quotation marks.

* A double colon (::) indicates the end of a section. If a terminating double colon is not found, the next
Reserved Keyword or end of file signals the end of a section.

* Double quotation marks included within a string that is surrounded by double quotation marks must be
escaped. (\).

Note: Double quotation marks can be nested within single quotation marks.
These are examples:

— "Name == \"testing\""

— 'Name == "testing"'

This syntax is preferred if your string is a selection string and you are going to cut and paste to the
command line.

+ Single quotation marks included within a string that is surrounded by single quotation marks must be
escaped. (V).
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Note: Single quotation marks can be nested within double quotation marks.
These are examples:

— 'Isn\'t that true'
— "Isn't that true"
This syntax is preferred if you are going to cut and paste to the command line.

The format you use to enter data in a resource_data_input file may not be the same format used on the
command line. The shell you choose to run the commands in has its own rules with regard to quotation
marks. Refer to the documentation for your shell for these rules, which determine how to enter data on

the command line.

Examples

1.

This sample mkrsrc command:

mkrsrc -f /tmp/my_resource data_input_file IBM.Foo

uses the sample input file /timp/my_resource_data_input_file for the IBM.Foo resource class. The
contents of the input file look like this:

PersistentResourceAttributes::
# Resource 1 - only set required attributes
resource 1:

Name="c175n04"

NodeList = {1}
# Resource 2 - setting both required and optional attributes
# mkrsrc -e2 IBM.Foo displays required and optional
# persistent attributes
resource 2:

Name="c175n05"

NodeList = {1}

Int32 = -99

Uint32 = 99

Int64 = -123456789123456789

Uint64 = 123456789123456789

Float32 = -9.89

Float64 = 123456789.123456789

String = "testing 123"

Binary = Oxaabbccddeeff

RH = "0x0000 0x0000 0x00000000 0x00000000 0x00000000 0x00000000"

SD = [hello,1,{2,4,6,8}]

Int32Array = {-4, -3, -2, -1, 0, 1, 2, 3, 4}
Int64Array = {-4,-3,-2,-1,0,1,2,3,4}

Uint32Array = {0,1,2,3,4,5,6}

Uint64Array = {0,1,2,3,4,5,6}

Float32Array = {-3.3, -2.2, -1.2, 0, 1, 2.2, 3.3}
Float64Array = {-3.3, -2.2, -1.2, 0, 1, 2.2, 3.3}
StringArray = {abc,"do re mi", 123}

BinaryArray = {"0x01", "0x02", "0x0304"}

RHArray {"0x0000 0x0000 0x00000000 Ox00000000 0x00000000 Ox00000000",
"Oxaaaa Oxaaaa Oxbbbbbbbb Oxcccccccec 0xdddddddd Oxeeeeeeee"}
SDArray = {[hello,1,{0,1,2,3}],[hell02,2,{2,4,6,8}]}

This sample chrsrc command:
chrsrc -f /tmp/Foo/ch_resources -s 'Name == "c175n05"' IBM.Foo

uses the sample input file /tmp/Foo/ch_resources to change the attribute values of existing IBM.Foo
resources. The contents of the input file look like this:
PersistentResourceAttributes::

# Changing resources that match the selection string entered
# when running chrsrc command.

resource 1:
String = "this is a string test"
Int32Array = {10,-20,30,-40,50,-60}
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Related Information
Commands: chrsrc, Isactdef, Isrsrcdef, mkrsrc

Information Files: rmccli

rmccli Information

Purpose
Provides general information about resource monitoring and control (RMC) and related commands.

Description

Provides general information about RMC and related commands, including datatypes, terminology, and

references to related information.

Command structure and use
The RMC commands may be grouped into categories representing the different operations that
can be performed on resource classes and resources:

Creating and removing resources: mkrsrc, rmrsrc
Modifying resources: chrsrc, refrsrc

Viewing definitions and data: Isrsrc, Isrsrcdef
Viewing actions: Isactdef

Running actions: runact

The RMC commands can be run directly from the command line or called by user-written scripts.
In addition, the RMC commands are used as the basis for higher-level commands, such as the
event response resource manager (ERRM) commands.

Data display information
The flags that control the display function for the RMC CLI routines, in order of precedence, are:

—| for long display. This is the default display format.
For example, the command:
Isrsrc -s 'Name == "c175n05"' IBM.Foo Name NodelList SD Binary RH Int32Array

1.

produces output that looks like this:
Persistent Attributes for Resource: IBM.Foo

"0x0000 0x0000 0x00000000 0x00000000 Ox00000000 Ox00000000"

resource 1:
Name = "cl75n05"
NodeList = {1}
SD = ["testing 1 2 3",1,{0,1,2}]
Binary = "Oxaabbcc00 Oxeeff"
RH =
Int32Array = {1,5,-10,1000000}
2. -t for tabular display.

For example, the command:

Isrsrc -s 'Name ?= "Page"' -t IBM.Condition Name EventExpression

produces output that looks like this:
Persistent Attributes for Resource: IBM.Condition

Name

"Page
"Page
"Page
"Page
"Page

space out rate"
fault rate"

out rate"

in rate"

space in rate"

EventExpression
"VMPgSpOutRate > 500"
"VMPgFaultRate > 500"
"VMPgOutRate > 500"
"VMPgInRate > 500"
"VMPgSpInRate > 500"
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3. —x for suppressing headers when printing.
4. —d for colon (:) delimited display.
For example, the command:
Isrsrc -xd -s 'Name == "c175n05"' IBM.Foo Name Int32 Uint32Array SD Binary

produces output that looks like this:
c175n05:-100:{}:["hel 101",1,{0,1,2}]:"OxaabbccOO Oxeeff":

Note the use of the —x flag along with the —d flag.
5. =D delimiter for string-delimited display.
For example, the command:
Isrsrc -xD:: -s 'Name == "c175n05"' IBM.Foo Name Int32 Uint32Array SD Binary

produces output that looks like this:
c175n05::-100::{}::["hel 101",1,{0,1,2}]::"0xaabbccOO Oxeeff"::

Note the use of the —x flag along with the =D Delimiter flag.

When output of any list command (Isrsrc, Isrsrcdef) is displayed in the tabular output format, the
printing column width may be truncated. If more characters need to be displayed (as in the case of
strings) use the -l flag to display the entire field.

Data input formatting
Binary data can be entered in the following formats:
o "Ox#tH##H OxH##HHHHE OxHH#H..."
o "Ox####HHHHHHHHHE
o Ox####H#H##H#HHHH# .

Be careful when you specify strings as input data:

« Strings that contain no white space or non-alphanumeric characters can be entered as input
without enclosing quotation marks

» Strings that contain white space or other alphanumeric characters must be enclosed in
quotation marks

» Strings that contain single quotation marks (') m