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Preface

The aim of this IBM® Redbook is to provide a technical reference for IT system
administrators in organizations that are considering a migration from Sun™
Solaris™ to IBM AIX® 5L™-based systems. This book presents a system
administrator view of the technical differences that exist and the methods that are
necessary to complete a successful migration to AlX 5L-based systems.

Important: This book is designed primarily as a reference for experienced
Sun Solaris 8 or 9 system administrators who will be working with AIX 5L. This
book is not an AIX 5L administration how-to book for system administrators
who are beginners, but rather a guide for experienced administrators who
have to translate a given Solaris system administration task to AIX 5L.

This book is organized into three main parts:

» Part 1, “Introduction” on page 1 starts with a system administrator’s
perspective, focusing on important differences is operating system
management.

» Part 2, “System administration differences” on page 27 covers a broad set of
system administration topics. The chapters in this Part focus on specific
configuration management tasks and system functions for which a system
administrator is typically responsible. In each chapter, topics are discussed
with the goal of identifying the major differences between how the tasks and
functions are managed on Solaris and on AIX 5L. Because it is impossible to
provide a comprehensive reference about each topic in a single volume,
references are provided for finding more detailed information about the topics
presented in each chapter.

» Part 3, “Appendixes” on page 455 provides a task-based quick reference and
a comparable commands and configuration files quick reference. A detailed
review of the AIX 5L Object Data Manager (ODM) facility is also included.
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Part 1

Introduction

This part begins with a systems administrator’'s perspective on the fundamental
differences between Solaris and AIX 5L in Chapter 1, “AIX 5L and Solaris:
Approaches to administration” on page 3, followed by Chapter 2, “Introduction to

IBM System p” on page 29.
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AIX 5L and Solaris:
Approaches to administration

This chapter provides a high-level overview of the conceptual differences
between Solaris and AIX 5L. Although Solaris and AIX 5L are both UNIX-based
operating systems (OS), there are important differences in the design of the two
OS that system administrators must be aware of. This chapter provides the
fundamental technical background that is necessary for system administrators to
understand the differences between Solaris and AIX 5L.

This chapter contains information about the following topics:
» 1.1, “System configuration methods” on page 4

» 1.2, “The System Management Interface Tool” on page 7

» 1.4, “Object Data Manager: The system configuration storage facility in AlX
51" on page 15

v

1.5, “Errpt and syslog in AIX 5L on page 15

v

1.6, “Operator panel or light-emitting diode” on page 21

v

1.7, “Important reminders: The inittab file and the Object Data Manager” on
page 21

v

1.8, “AIX 5L kernel parameters versus Solaris kernel parameters” on page 22
» 1.9, “Some useful AIX 5L hints for the Solaris administrator” on page 23
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1.1 System configuration methods

One of the fundamental differences between Solaris and AIX 5L is the manner in
which changes to the OS and its configuration are accomplished.

Solaris relies heavily on text-based configuration files to hold its system
configuration. When making changes to a Solaris system, the administrator
usually looks for the relevant configuration file to edit. The administrator then
determines the action that must be taken for the changes to take effect.

Alternatively, the Solaris system administrator might go looking for a command
that will effect the change, and then decide on whether the change is immediate,
whether a reboot is required for the change to take effect, for example, changes
made to the /etc/system file, or whether the change that is made is tied to the
currently running system and will be lost after a reboot.

The AIX 5L way of making changes to the system configuration is quite different
because AIX 5L stores the majority of its configuration in the Object Data
Manager (ODM, which is discussed in detail in Appendix C, “AIX 5L Object Data
Manager” on page 503. The ODM is a binary database that cannot be edited with
a text editor. Some settings are contained in text files, many of which can be
managed through commands or AlIX 5L's management tools. However, there are
a few AIX 5L settings that require manual text editing.

In AIX 5L, making configuration changes to the OS involves using a tool or
commands. In AIX 5L, these tools are the System Management Interface Tool
(SMIT) and the Web-based System Manager (WSM).

Although it is possible to use the underlying commands that are called by SMIT
and WSM, it is much easier to use the tools, especially when you are new to AIX
5L. The tools provide a listing of all the parameters, and perform some validation
on the inputs to these parameters.

An example

An example of a networking-related task that a Solaris or AIX 5L system
administrator must perform routinely is defining a new network interface for an
existing system. This can be a new physical interface, for example, a new
Network Information Card (NIC), or a virtual interface.

In Solaris, this requires manual editing of configuration files to make the interface
definition consistent across reboots, and manual configuration of the interface to
make the interface active without a reboot. Even if the update to the system can
be performed online, it is a good practice to reboot the system to ensure that the
changes to the configuration files are correct and will remain after reboot.
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In AIX 5L, bringing the interface online and making the interface consistent
across reboots can be achieved by using a single panel within the SMIT. The
SMIT updates the configuration for the interface in the system configuration and
brings the interface online. Because the SMIT combines both the steps into one
validated command, it is not necessary to perform a reboot to verify that the
system configuration is correct and that the interface persists across reboots. For
more details about this, refer to Chapter 7., “Network services” on page 183.

When you work with AIX 5L, you will notice that just about all the errors from
commands have a number associated with them (Example 1-1). You can refer to
these message numbers in the AIX 5L documentation if you require more
information about the cause of the error message and the solution to the error
message.

Example 1-1 Typical seven-digit error message

# 1s *fred*
1s: 0653-341 The file *fred* does not exist.

The AIX 5L message center is a part of the IBM System p and AIX 5L Information
Center on the Web at:

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp
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Figure 1-1 shows how to use the message center to query for information about
the seven-digit error message shown in Example 1-1.

AIX message center oo | e

Seven-digit error numbers

This section provides detailed recovery articles for seven-digit error messages that
receive the most calls for support. Not all messages will have detailed information for
reEcOvery.

+ To search by message number, enter the number in the field below and select the "Submit quen®
hutton.

+ ‘You can also search by text ar a cambination of number and text by selecting the "Advanced search”
option.

Toview a printahle copy ofthe error messages that include detailed recovery information, click an the
following link:

* FOF

Search form

Message number: IDBSS -|341 * Search tips
* Advanced search

Submit query | Clear farm |

Figure 1-1 AIX 5L message center: Seven-digit error query
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Figure 1-2 shows the results of the query.

¥)Message Database Search Results. - Mozilla Firefox ; =100 x|
Eile Edit Wiew Go Gookmarks Tools  Help o

<):| - E> - I%I O @ IE http:jfpublib, boulder . ibm.comfcgi-bin/emsg/queries.pl j D o I@v

8 Getting Started 5 Latest Headines

Message Database Search Results.

Sewven-digit Error Numbers
Number | Text ini

I 0653-341 |The file <string> does not exist l

‘Done

Figure 1-2 AIX 5L message center: Query results

1.2 The System Management Interface Tool

The System Management Interface Tool (SMIT) is the main tool for managing an
AIX 5L system. It allows an administrator who is new to AlX 5L to quickly perform
tasks without spending time looking through manuals for the required command
and syntax. SMIT provides a menu or X Window-based approach to perform

nearly all the system management tasks that are required to be undertaken on
an AIX 5L system.

Solaris has a number of system management tools, including Admin Tool, Admin
Wizard, Solaris Management Center, and Solaris Management Console. For its
part, AIX 5L has an integrated task-based tool. One of the best things about
SMIT is that it is task-based. If you know what you want to do, but do not know
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the command to perform this, you can easily find your way through the menus to
the required task. After finding the required task, press the F6 key or the Esc+6
keys depending on your terminal, in order to display the underlying command
that is run by SMIT to perform the task.

For more details about using SMIT, refer to the following Web site:

http://www-03.1ibm.com/servers/aix/products/aixos/whitepapers/smit.pdf

You can invoke SMIT by using the following commands:
> smit

This command invokes SMIT in graphical mode if the TERM variable is set. If
it is not set, SMIT is invoked in the American Standard Code for Information
Interchange (ASCII) mode.

> smitty

This command invokes SMIT in ASCII mode.
> smit -a

This command invokes SMIT in ASCIl mode.
> smit -m

This command invokes SMIT in graphical mode.
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1.2.1 The SMIT selector screen

Figure 1-3 shows the SMIT selector screen. A selector screen is a special version
of a dialog screen in which there is only one value to change. This value of the
object is used to determine which subsequent dialog screen is displayed.

Available Network Interfaces

Move cursor to desired item and press Enter.

en0 10-80 Standard Ethernet Network Interface

et0 10-80 IEEE 802.3 Ethernet Network Interface

tr0 10-88 Token Ring Network Interface

Fl=Help F2=Refresh F3=Cancel

F8=Image F10=Exit Enter=Do

/=Find n=Find Next
o e e e e o
_______ +

Figure 1-3 The SMIT selector screen
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1.2.2 The SMIT dialog screen

Figure 1-4 shows the SMIT dialog screen. A dialog screen allows you to enter
input values for the selected operation. Some fields already have the default
values in the system. Usually, you can change these values.

To enter data, move the highlighted bar to the value you want to change and
then, either enter a value or select one from a pop-up list. Fields that you can
type into are indicated by square brackets ([]). Fields that have data that is larger
than the space available to display it are indicated by angle brackets (<>),
indicating that there is data further to the left or right (or both) of the display area.

Add a Group

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[Entry

Fields]

* Group NAME [1
ADMINISTRATIVE group? false +
Group ID [1 #
USER Tist [+
ADMINISTRATOR Tist [+

Fl=Help F2=Refresh F3=Cancel

Fa=List

F5=Reset F6=Command F7=Edit

F8=Image

F9=Shell F10=Exit Enter=Do

Figure 1-4 The SMIT dialog screen

Table 1-1 shows the different SMIT symbols. Special symbols on the screen are
used to indicate how data must be entered.

Table 1-1 SMIT symbols

Symbols in SMIT dialog screen Explanation

*

A required field

# A numeric value is required for this field
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Symbols in SMIT dialog screen Explanation
/ A path name is required for this field
X A hexadecimal value is required for this field
? The value entered will not be displayed
+ A pop-up list or ring is available

An asterisk (*) symbol in the left-most column of a line indicates that the field is
required. A value must be entered here before you commit the dialog and
execute the command.

In the ASCII version, a plus sign (+) is used to indicate that a pop-up list or ring is
available. To access a pop-up list, press F4. A ring is a special type of list. If a
fixed number of options are available, you can press Tab to cycle through the
options.

In the Motif version, a list button is displayed. Either click the button or press
Ctrl+L to get a menu to select from.

You can use the following keys when viewing the menus and the dialog screens.
Some keys are only valid in particular screens. Those that are valid only for the
ASCII interface are marked (A), and those that are valid only for the Motif
interface are marked (M). Table 1-2 provides an overview of all the function keys.

Table 1-2 SMIT function keys

Function keys Explanation

F1 (or Esc+1) Help: Show contextual help information

F2 (or Esc+2) Refresh: Redraw the display (A)

F3 (or Esc+3) Cancel: Return to the previous screen (A)

F4 (or Esc+4) List: Display a pop-up list of possible values (A)

F5 (or Esc+5) Reset: Restore the original value of an entry field

F6 (or Esc+6) Command: Show the AIX 5L command that will be executed

F7 (or Esc+7) Edit: A field in a pop-up box or select from a multiselection
pop-up list

F8 (or Esc+8) Image: Save the current screen to a file (A) and show the
current fast path

F9 (or Esc+9) Shell: Start a subshell (A)
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Function keys

Explanation

F9

Reset all the fields (M)

F10 (or Esc+0)

Exit: Exit SMIT immediately (A)

F10 Go to the command bar (M)
F12 Exit: Exit SMIT immediately (M)
Ctrl+L List: Give a pop-up list of possible values (M)

PgDn (or Ctrl+V)

Scroll down one page

PgUp (or Esc+V)

Scroll up one page

Home (or Esc+<)

Go to the top of the scrolling region

End (or Esc+>)

Go to the bottom of the scrolling region

Enter Run the current command or select from a single-selection
pop-up list
/text Finds the text in the output

n

Finds the next occurrence of the text

1.2.3 The SMIT output screen

Figure 1-5 shows the SMIT output screen. The Command field can have the

12

following values:

» OK
» RUNNING
» FAILED

Note: In the Motif version, there is a running man icon in the top right-hand

corner of the screen that is used to indicate this value.

stdout is the standard output, that is, an output is produced as a result of running
the command. The output is displayed in the body section of this screen. stderr
indicates error messages, if any. In Figure 1-5, there are no error messages.
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The body of the screen holds the output or error messages of the command
output in Figure 1-5.

Command: OK

system 0
staff 1
bin 2
Sys 3
adm 4

5

6

uucp

mail
security
cron 8
printg 9
audit 10
ecs 28
nobody -2
usr 100
perf 20
shutdown

1p 11
imnadm 188
Fl=Help
F6=Command
F8=Image
/=Find
n=Find Next

true
false
true
true
true
true
true
7
true
true
true
true
false
false
false
21
true
false

COMMAND STATUS

stdout: yes

stderr: no

root files
invscout,snapp,daemon files
root,bin files
root,bin,sys files
bin,adm files
nuucp,uucp files
files
true root files
root files
1p files
root files
files
nobody, 1pd files
guest  files
files
true files
root,1p,printq files
imnadm files
F2=Refresh F3=Cancel
F9=Shell F10=Exit

Before command completion, additional instructions may appear below.

Figure 1-5 The SMIT output screen
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1.3 Web-based System Manager

Web-based System Manager is the AIX 5L client/server-based administration
tool. The client system can be AIX 5L, Linux, or Windows®. Figure 1-6 shows the
Web-based System Manager.

Console Host Selected Wiew MWindow Help o ¥

=209 |va|EEHE

Navigation Area

1
3

=] Q Management Environmeg = =]
=] |:| terje ﬁ &é

[E overview Backup and  Custorn Tools Devices File Systems
aF Devices | Restore
5% Network

terje

{ users : ﬁ
Backup and Rest !
E File Systems Monitoring Metwork :‘:stalfggon Overview

¥ volurnes
= Processes
[ system Environm : & @
._% Subsystems :

£ Custom Tools
&) software :
B Network Installat :

=2 Workload Manag| m @ qgg
; :
& Printers :
| System Users Volurmes Workload
| Emvironment Manager

[ N

|I@-|Ready |16 Objects shawn 0 Hidden. |1 Obiject selected. |root - terje (|

Figure 1-6 The Web-based System Manager

Management

&

| Printers Processes Software Subsystems

The client can operate in either an application mode on AIX 5L with Java™ 1.42,
or in an applet mode on platforms that support Java 1.42. The objectives of the
Web-based System Manager are:

» Simplifying AlIX 5L administration with a single interface

» Enabling AIX 5L systems to be administered from almost any client platform
(client must have a browser that supports Java 1.42)

» Enabling AIX 5L systems to be administered remotely

» Providing a system administration environment that provides a similar look
and feel to the Windows and AlX 5L Common Desktop Environment (CDE)
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The Web-based System Manager provides a comprehensive system
management environment and covers most of the tasks in the SMIT user
interface. Because you can run the Web-based System Manager only from a
graphics terminal, use SMIT in the ASCII environment.

1.4 Object Data Manager: The system configuration
storage facility in AIX 5L

AIX 5L utilizes a unique system for managing configuration and device details.
This system is known as the Object Data Manager (ODM). Solaris depends
heavily on text-based configuration files for its system settings. AIX 5L stores
them in the ODM. The ODM is functionally equivalent to having a database
system built into the OS. It stores a vast majority of AIX 5L OS configuration
settings. You can also use it to manage data for application programs. There are
some AIX 5L configuration items that are stored in text-based files and in the
ODM. In such instances, the ODM takes precedence over the items stored in the
configuration files.

If you have a command available to update an AIX 5L configuration setting, use
the command instead of manually changing the contents of the configuration
files. This way, you can leverage the ODM to make sure that it performs all the
necessary updates to the system.

For more details about the ODM, refer to Appendix C, “AlX 5L Object Data
Manager”’ on page 503.

1.5 Errpt and syslog in AIX 5L

In Solaris, all OS and hardware error notifications are channeled through the
syslog daemon, and by convention, directed to /var/adm/messages. AlIX 5L
handles OS and hardware errors quite differently from Solaris.

AIX 5L stores OS and hardware error notifications in the AIX 5L error log. You
can access the AIX 5L error log using the errpt command. For successful
integration with operational monitoring tools such as IBM Tivoli Distributed
Monitoring, Hewlett-Packard OpenView IT/Operations, Computer Associates
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Unicenter, and so on that monitor UNIX systems through syslog, it is necessary
to have AIX 5L forward its error log messages to syslog. To enable this, perform
the following tasks to add an entry to the ODM, instructing the AIX 5L error
daemon to forward all the errors to syslog:

1. Create a file and insert the text into it, for example, /tmp/odmadd, by using the
command shown in Example 1-2.

Example 1-2 Creating a file and inserting text

errnotify:

en_name = "syslogl"

en_persistenceflg = 1

en_method = "lTogger Message from errpt: ~/usr/bin/errpt -1 $1 |
grep -v 'IDENTIFIER TIMESTAMP'™"

2. Add the information to the ODM by using the following command:
odmadd /tmp/odmadd

The headers from the messages in the error log are now forwarded to syslog
through the user facility, and can be detected by operational monitoring software.
When seen in syslog, these messages appear as shown in Example 1-3. These
messages, which are passed to syslog from the error log, are quite basic and
only include the headers from the error messages.

Example 1-3 An AIX 5L error log message forwarded to syslog

May 2 10:59:23 nueces root: Message from errpt: AA8AB241 0502105906 T
0 OPERATOR OPERATOR NOTIFICATION

Use the errpt command to access further information about the error message.
There are a number of options to the errpt command (refer to the man page for
the complete list). The most useful option for obtaining detailed information is
“-a”. Example 1-4 and Example 1-5 show the output of the errpt and errpt -a
commands when test messages are sent to the error log using the errlogger
command.

Example 1-4 Sample errpt output

# errpt

IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

AA8AB241 0502110106 T O OPERATOR OPERATOR NOTIFICATION
AA8AB241 0502110006 T O OPERATOR OPERATOR NOTIFICATION
AA8AB241 0502105906 T O OPERATOR OPERATOR NOTIFICATION
AA8AB241 0502105706 T O OPERATOR OPERATOR NOTIFICATION
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Example 1-5 Sample errpt -a output

# errpt -a

LABEL: OPMSG

IDENTIFIER: AA8AB241

Date/Time: Tue May 2 11:01:13 CDT 2006
Sequence Number: 131

Machine Id: 00C4790E4C00

Node Id: nueces

Class: 0

Type: TEMP

Resource Name: OPERATOR

Description
OPERATOR NOTIFICATION

User Causes
ERRLOGGER COMMAND

Recommended Actions
REVIEW DETAILED DATA

Detail Data
MESSAGE FROM ERRLOGGER COMMAND
test

You will also notice that the default syslog configuration on AIX 5L is quite basic.
It is recommended that you customize /etc/syslog.conf to the requirements of
your site. Refer to the syslog man page for information about the configuration of
syslog for AIX 5L. There are additional options for syslog for AIX 5L for the
management and rotation of the log files.

Log files in AIX 5L can be automatically rotated, based on either the size of the
file, a time duration, or both. You can specify the number of files that are kept and
the compression and archiving options. The options for log file management are
explained in the default syslog.conf file that is installed as part of the base install
of AIX 5L. Example 1-6 shows an AlX 5L syslog.conf file with two entries defined.
The first entry for *.debug rotates the log file when they reach 1 MB in size, and
retains nine files. The second entry for user.” rotates the log file based on a time
duration of one day, and retains 60 files and compresses them.
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For more information about the use of the syslog facility in AIX 5L, refer to
Chapter 16., “Troubleshooting” on page 429.

Example 1-6 AIX 5L syslog configuration file

# 0(#)34 1.11 src/bos/etc/syslog/syslog.conf, cmdnet, bos530 4/27/04 14:
47:53

# IBM_PROLOG_BEGIN_TAG

This is an automatically generated prolog.

bos530 src/bos/etc/syslog/syslog.conf 1.11

Licensed Materials - Property of IBM

(C) COPYRIGHT International Business Machines Corp. 1988,1989
A11 Rights Reserved

US Government Users Restricted Rights - Use, duplication or
disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

IBM_PROLOG_END_TAG

COMPONENT_NAME: (CMDNET) Network commands.

FUNCTIONS:

ORIGINS: 27

(C) COPYRIGHT International Business Machines Corp. 1988, 1989
A11 Rights Reserved

Licensed Materials - Property of IBM

US Government Users Restricted Rights - Use, duplication or
disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

/etc/syslog.conf - control output of syslogd

Each Tine must consist of two parts:-

1) A selector to determine the message priorities to which the
line applies

2) An action.

'/etc/syslog.conf" 110 Tines, 4356 characters

# line applies
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2) An action.

Each Tine can contain an optional part:-

3) Rotation.

The fields must be separated by one or more tabs or spaces.
format:

<msg_src_list> <destination> [rotate [size <size> k|m] [files <files>] [time <
ime> h|d|w|m|y] [compress] [archive <archive>]]

where <msg_src_list> is a semicolon separated list of <facility>.<priority>
where:

<facility> is:
* - all (except mark)
mark - time marks
kern,user,mail,daemon, auth,... (see syslogd(AIX Commands Reference))

#
#
#
#
#
#
#
#
#
#
#
t
#
#
#
#
#
#
#
#
#
# <priority> is one of (from high to low):
# emerg/panic,alert,crit,err(or),warn(ing),notice,info,debug
# (meaning all messages of this priority or higher)
#
#
#
#
#
#
#
#
a
#
#
#
#
#
#
#
a
#
#
#
#

<destination> is:
/filename - log to this file
username[,username2...] - write to user(s)
@Ghostname - send to syslogd on this machine
* - send to all logged in users

[rotate [size <size> k|m] [files <files>] [time <time> h|d|w|m|y] [compress] [

rchive <archive>]] is:

If <destination> is a regular file and the word "rotate" is

specified, then the <destination> is limited by either

<sjze> or <time>, or both <size> and <time>. The <size> causes

the <destination> to be Timited to <size>, with <files> files

<sjze> or <time>, or both <size> and <time>. The <size> causes

the <destination> to be lTimited to <size>, with <files> files

kept in the rotation. The <time> causes the <destination> to be rotated
fter

<time>. If both <time> and <size> are specified then logfiles

will be rotated once the the logfile size exceeds the <size>

or after <time>, whichever is earlier. The rotated filenames

are created by appending a period and a number to <destination>,
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starting with ".0".

If compress option is specified then the logfile names will be
generated with a ".Z" extension. The files keyword will be applicable
to the logfiles which are currently under rotation. For example

if we specify the compress option then only fileis with ".Z" extension
will be under rotation and number of such files will be Timited by
<files> files. Any logfiles with an extension other than ".Z"

will not be under the rotation scheme and thus will not be within

the Timit of <files> files. Similarly if we remove the compress
option then the files which have been generated with ".Z" extension
will no longer be the part of rotation scheme and will not be Timited
by the <files> files.

The minimum size that can be specified is 10k, the minimum
number of files that can be specified is 2. The default

size is Im (meg) and the default for <files> is unlimited.
Therefore, if only "rotate" is specified, the log will be
rotated with <size> = 1m.

The compress option means that rotated log files that are not
in use will be compressed.

The archive option will save rotated Tog files that are not
in use to <archive>.

The default is not to rotate Tog files.

example:

"mail messages, at debug or higher, go to Log file. File must exist."

"all facilities, at debug and higher, go to console"

"all facilities, at crit or higher, go to all users"

mail.debug /usr/spool/mqueue/syslog
If compress option is specified then the logfile names will be
generated with a ".Z" extension. The files keyword will be applicable
to the logfiles which are currently under rotation. For example
if we specify the compress option then only fileis with ".Z" extension
will be under rotation and number of such files will be Timited by
<files> files. Any logfiles with an extension other than ".Z"
will not be under the rotation scheme and thus will not be within
the Timit of <files> files. Similarly if we remove the compress
option then the files which have been generated with ".Z" extension
will no longer be the part of rotation scheme and will not be Timited
by the <files> files.

The minimum size that can be specified is 10k, the minimum
number of files that can be specified is 2. The default
size is Im (meg) and the default for <files> is unlimited.
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# Therefore, if only "rotate" is specified, the Tog will be

# rotated with <size> = 1m.

# The compress option means that rotated log files that are not

# in use will be compressed.

# The archive option will save rotated log files that are not

# in use to <archive>.

# The default is not to rotate log files.

#

# example:

# "mail messages, at debug or higher, go to Log file. File must exist."
# "all facilities, at debug and higher, go to console"

# "all facilities, at crit or higher, go to all users"

# mail.debug /usr/spool/mqueue/syslog

# *.debug /dev/console

# *.crit *

# *.debug /tmp/syslog.out rotate size 100k files 4

# *.crit /tmp/syslog.out rotate time 1d

*.debug /var/log/messages rotate size im files 9
user.* /var/log/user.log rotate time 1d files 60 compress

1.6 Operator panel or light-emitting diode

A feature of the IBM AIX 5L pSeries combination is the operator panel or the
light-emitting diode (LED) display in front of the machine or as part of the status
of a logical partitioning (LPAR) on the Hardware Management Console (HMC).
The operator panel is used to display the hardware status and diagnostic codes
during system POST. It displays various status and error codes during the boot
up and operation of AIX 5L. Refer to Chapter 8., “Boot and system initialization”
and Chapter 16., “Troubleshooting” on page 429 for more information.

1.7 Important reminders: The inittab file and the Object
Data Manager

This section provides some important reminders for system administrators who
are new to AIX 5L.

The inittab file

Do not edit with a text editor. There are specialized commands for editing the
inittab on an AIX 5L system. Many administrators who are new to AIX 5L have
ended up with a nonbootable system because they manually edited the inittab
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file with a text editor. Instead, always use the system commands for modifying
the system init behavior. Following is a list of these commands:

» chitab
Use this command to change an entry (line) in the inittab file.
» Isitab
Use this command to display an entry from the inittab file.
» mkitab
Use this command to create a new entry in the inittab file.
> rmitab

Use this command to remove an entry from the inittab file. For more
information, refer to 8.3, “The /etc/inittab file” on page 225.

The Object Data Manager

ODM contents override text-based configuration files. In AIX 5L, the majority of
system configuration items are stored in the ODM. It is always best to modify AIX
5L settings using commands. When there are some AlX 5L settings found in the
text-based files that are also duplicated in the ODM, it is the contents of the ODM
that take precedence. In some instances, it is safe to modify a text-based
configuration file, for example, /etc/hosts, /etc/environment. However, always
refer to the AIX 5L documentation for the correct method of modifying a system
setting. Do not just edit a file if the setting exists in a file.

1.8 AIX 5L kernel parameters versus Solaris kernel
parameters

In Solaris, it is common to set System V interprocess communication parameters
(shared memory, message queue, and semaphore settings) to suit application
requirements. AIX 5L dynamically adjusts its settings for shared memory;,
messages queues, and semaphores.

There are also a number of other tunable parameter categories in Solaris:

TCP/IP parameters

Disk and file system parameters

Process sizing and scheduling parameters
Paging parameters

A group of general parameters

Terminal parameters

Streams parameters

Timer parameters
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» Network File System (NFS) parameters
» System facility parameters
» Network cache accelerator

The commonly adjusted kernel parameters in AIX 5L fall within five categories:

» Scheduler and memory load control parameters
Virtual memory manager parameters
Synchronous input/output (1/0O) parameters
Asynchronous I/O parameters

Disk and adapter parameters

vVvyyy

For more information about the AIX 5L tunable parameters in the IBM System p
and AIX 5L Information Center (look up “kernel parameters” using the Search
field), refer to:

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp

Also refer to AIX 5L Practical Performance Tools and Tuning Guide, SG24-6478,
which is available on the Web at:
http://www.redbooks.ibm.com/redbooks/pdfs/sg246478.pdf

1.9 Some useful AIX 5L hints for the Solaris
administrator

This section contains a few typical configuration tasks that a Solaris
administrator must be aware of.

System dump configuration

A common postinstallation task on a Solaris machine involves ensuring that
crash dump is configured. On AIX 5L, the system dump (crash dump) is
automatically configured as part of the AIX 5L installation process. There is no
requirement to manually configure the system dump as part of a postinstallation
customization process. Two standard system dump configurations are used by
the installer:

» The primary paging space /dev/hd6 that is used as the dump device

This is the default for machines with less than 4 GB random access memory
(RAM).

» A dedicated dump device
This is the default for machines with 4 GB RAM or more.
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You can view and alter the system dump settings using the sysdumpdev
command. Refer to the sysdumpdev man page or the AIX 5L information center
for more information.

A flashing 888 on the operator panel of the machine indicates that a system
dump has taken place. For more information about troubleshooting with regard to
AIX 5L, refer to Chapter 16., “Troubleshooting” on page 429.

The System Resource Controller subsystem

The AIX 5L System Resource Controller (SRC) is an AIX 5L subsystem that is
used for the management of system services such as syslogd, automountd,
ypserv, and inetd. SRC controls the startup, shutdown and restarting of these
services in a way that is very different than the rc.d script management methods
used by Solaris. For more information about this, refer to “AIX 5L system
services” on page 250.

The Resource monitoring and control subsystem

Monitoring a condition such as file system full, for example, on Solaris requires
the use of either a script or other vendor-supplied software. AIX 5L has an inbuilt
subsystem that can also be used to monitor for a condition. It is called Resource
Monitoring and Control (RMC). This subsystem is installed and is running by
default on an AIX 5L system and is a building block for both AIX 5L High
Availability Cluster Multi-Processing (HACMP™) and communications storage
manager clusters. RMC comes with a number of predefined conditions, but it is
also possible to define custom conditions that can be used to monitor a custom
application. RMC conditions can be used as triggers to perform an action, for
example, to grow a file system when it hits a defined threshold.

For more information, refer to A Practical Guide for Resource Monitoring and
Control (RMC), SG24-6615. This IBM Redbook contains information and
examples pertaining to RMC configuration. It is available on the Web at:

http://www.redbooks.ibm.com/redbooks/pdfs/sg246615.pdf

Application start and stop

Historically, AIX 5L used /etc/inittab to start applications and /etc/rc.shutdown to
stop applications. Some applications still utilize this start and stop method, while
others use the newer /etc/rc.d file control method that is much more similar to the
manner in which things are handled in Solaris. Refer to Chapter 8., “Boot and
system initialization” on page 213 for more information about this.

Integration with IBM Tivoli Storage Manager

The AIX 5L sysback backup tool can be integrated with IBM Tivoli Storage
Manager for managing bare metal recovery of AlX 5L systems. For more
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information, refer to 14.6, “AIX 5L SysBack (IBM Tivoli Storage Manager for
System Backup and Recovery)” on page 415. Also refer to IBM Tivoli Storage
Manager: Bare Machine Recovery for AIX with SYSBACK, REDP-3705, which is
available on the Web at:

http://www.redbooks.ibm.com/abstracts/redp3705.htm1?0pen
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Part 2

System

administration
differences

This part of the book contains chapters describing system administration
differences, where each chapter focuses on a specific functional area. This book
assumes that the reader is an experienced Solaris system administrator who is
undertaking (or considering) a migration to AIX 5L. Therefore, each chapter
assumes reader knowledge about how the task topic is performed on a Solaris
system and compares that with the procedures for performing a similar task on
AIX 5L.

Each chapter attempts to “match” AIX 5L graphical user interface (GUI) tools,
commands, and configuration files with AIX 5L-based counterparts where they
are similar. The chapters also describe the differences in or lack of comparable
functionality. The chapters include links to the appropriate AIX 5L guides and
“how-to” documentation.
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Important: Because this book assumes that the reader is an experienced
Solaris system administrator who is undertaking (or considering) a migration
to AIX 5L, the content in this part of the book must nof be used as a substitute
for detailed AlIX 5L system administration documentation, but rather as a
“cross-reference” work for an administrator trying to find out what tools are
available on AIX 5L to perform a given job.

Following are the functional areas that this part deals with:

Chapter 3, “Operating system installation” on page 47
Chapter 4, “Disks and file systems” on page 91
Chapter 5, “Software management” on page 133
Chapter 6, “Device management” on page 157
Chapter 7, “Network services” on page 183

Chapter 8, “Boot and system initialization” on page 213
Chapter 9, “Managing system resources” on page 239
Chapter 10, “Printing services” on page 279

Chapter 11, “Users and groups” on page 321

Chapter 12, “Monitoring and performance” on page 359
Chapter 13, “Security and hardening” on page 377
Chapter 14, “Backup and restore” on page 399
Chapter 15, “High availability and clustering overview” on page 421
Chapter 16, “Troubleshooting” on page 429
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Introduction to IBM System p

This chapter provides an introduction to IBM System p platforms.

This chapter discusses the following topics:

» 2.1, “Introduction to IBM System p and IBM RS/6000 architectures” on
page 30

2.1.9, “POWER4-based server features” on page 34

2.1.10, “POWERS5-based server features” on page 35

2.2, “Planning considerations” on page 36

2.5, “IBM System p High Performance Switch” on page 45

2.6, “IBM System Cluster 1600” on page 46

vyvyVvyyy
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2.1 Introduction to IBM System p and IBM RS/6000
architectures

In February 1990, IBM introduced the first reduced instruction set computer, IBM
RISC System/6000® (IBM RS/6000®) with the first Performance Optimization
With Enhanced RISC (IBM POWER™) architecture. Since that date, several
POWER architectures have been designed for the RS/6000 models.

The IBM PowerPC® family of microprocessors, a single-chip implementation
jointly developed by Apple, IBM, and Motorola, established a rapidly expanding
market for RISC-based hardware and software. IBM has many successful lines
of PowerPC-based products for workstations and servers.

Motorola introduced a broad range of desktop and server systems, and other
companies such as Bull, Canon, and FirePower have announced or shipped
PowerPC-based systems. Apple has Power Macintosh systems, and companies
such as Daystar, Pioneer, Power Computing, and Radius have also announced
Power Macintosh-compatible systems. With these successes, the alliance ended
and IBM continued to build on this CPU architecture and design, later introducing
the powerful copper and silicon on insulator technology deployed in the IBM
eServer pSeries and IBM eServer iSeries™ servers.

2.1.1 RS/6000 system bus types

The function of the bus is to provide the highway for information to flow between
the RS/6000 system elements and the optional input/output (I/O) feature cards,
for example, Small Computer System Interface (SCSI) adapters and Ethernet
cards, that are plugged into the adapter slots.

Peripheral Component Interconnect-based RS/6000 systems
Peripheral Component Interconnect (PCI) buses are an open industry
specification that supports complete processor independence. The PCI bus
works across multiple operating system (OS) platforms. IBM uses this
technology in all its RS/6000.

RS/6000 also contains an Industry Standard Architecture (ISA) bus for use with
some built-in devices such as the diskette drive and the keyboard.

Some earlier model PCI systems contain ISA slots that accept standard ISA
cards. However, the latest models no longer support this.
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The first RS/6000s were based on IBM Micro Channel® architecture (MCA). The
MCA systems are sometimes referred to as classical systems. These were very
popular. MCA machines can be easily recognized by the physical key in front of
the machines. PCI and MCA are basically the same from an administrative
viewpoint. However, there are differences in the startup procedure.

Architecture types
AIX 5L V5.1 supports the three architecture types shown in Table 2-1.

Table 2-1 Architecture types

Architecture | Processor Description

rsék POWER This is the original or “classic” RS/6000 workstation,
based on the Micro Channel bus

rspc POWER POWER Reference Platform, based on the PCI bus

chrp POWER Common Hardware Reference Platform, based on the
PCI bus

Note: The bootinfo -p command returns the system architecture type.

2.1.2 POWER2 Super Chip

The next microprocessor launched by IBM was the IBM POWER2™ Super Chip
(P2SC) processor. This microprocessor was first introduced in RS/6000 Model
595. Currently, the P2SC processors are employed only in the RS/6000 SP
Thin4 nodes, where they run at a clock speed of 160 MHz, with a theoretical
peak speed of 640 MEGAFLOPS.

The POWER2 Super Chip is a compression of the POWER2 eight-chip
architecture into a single chip with increased processor speed and performance.
It retains the design of its predecessor, the POWER2. The initial models had
clock speeds of 120 MHz and 135 MHz. High-density CMOS-6S technology
allows each to incorporate 15,000,000 transistors.

2.1.3 POWER3

IBM POWER3™ was the next microprocessor developed by IBM. The POWER3
microprocessor introduced a new generation of 64-bit processors designed
specially for high-performance and visual computing applications. POWERS3
processors are the replacement for POWER2 and POWER2 Super Chip in
high-end RS/6000 workstations and technical servers.
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The POWERS processor was designed to provide high-performance floating
point computation. This type of microprocessor is widely used in areas such as
the oil and gas industry, reservoir simulation, seismic processing, and weather
forecast prediction.

The POWERS is designed for frequencies of up to 600 MHz when fabricated with
advanced semiconductor technologies, such as copper metallurgy and
Silicon-On-Insulator (SOI). In contrast, the P2SC design has reached its peak
operating frequency at 160 MHz. The first POWERS3-based system, RS/6000
43P 7043 Model 260, runs at 200 MHz.

2.1.4 POWERS Il chip

POWERRS Il is a third-generation super scalar design that is used for 64-bit
technical and scientific applications. The POWERS3 and POWERS3 Il
microprocessors are similar. The use of copper and an increased number of
transistors in POWER 3 Il are the main differences. This processor operates
between 333 MHz and 400 MHz.

2.1.5 PowerPC

The PowerPC family of processors was started by the alliance between Apple,
Motorola, and IBM in 1991. This alliance established a rapidly expanding market
for RISC-based hardware and software.

The IBM PowerPC architecture has an entire range of variants, most of which
are still used in workstation and server products. Both the processors have a
32-bit architecture, and both the processors provide the support required to
support graphics, computation, and multimedia-intensive applications.

The 604e is a 32-bit implementation of the PowerPC architecture, with clock
speeds of 233 - 375 MHz. IBM PowerPC 750™ is another model of the PowerPC
chip. This is a second 32-bit implementation, clocked between 300 - 466 MHz.

2.1.6 The RS64 processor family

The RS64 processor is a second 64-bit implementation, clocked at 262 MHz and
340 MHz. There are four generations of this processor.

The main characteristic of the RS64-Il processor is that it runs at 262 MHz,
compared to 125 MHz for the earlier RS64 processor. This chip also has an 8
MB cache, which is double the earlier size.
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In summary, the RS64 Series processors are robust, delivering real performance
on real applications for the next generation 64-bit RISC commercial and server
processors, while retaining the optimum chip size and power. They achieve high
performance on real applications because of their low latency design and the
superior silicon technology from IBM. The POWER4+™ processor is an update
of the original POWER4™. It was produced using a 0.13 micron process, thus
enabling higher clock speeds and performance improvements on the original
POWERA4.

For additional information, refer to the following Web site:

http://www.ibm.com/servers/eserver/pseries/library/wp_systems.htm]

2.1.7 POWER4 and POWER4+

The IBM POWER4 processor was designed to operate at speeds of over 1 GHz
and to handle commercial and technical workloads. Business applications
include attributes from both commercial and technical workloads. Binary
compatibility with 64-bit PowerPC architecture is maintained. One of the main
characteristics is that a single POWER4 processor chip contains two POWER4
processors. The IBM eServer pSeries 690 was the first pSeries model to utilize
this microprocessor.

The POWER4+ processor is an update of the original POWERA4. It was produced
using a 0.13 micron process, thus enabling higher clock speeds and
performance improvements on the original POWER4.

2.1.8 POWER5 and POWER5+

POWERS5™ is the current (at time of writing this IBM Redbook) generation of
processors used in IBM eServer pSeries and IBM eServer iSeries servers.
Following is a list of its features:

» Binary and structural compatibility with existing POWER4 systems
Enhanced and extended Symmetric Multiprocessing (SMP) scalability
Symmetric multithreading

Superior performance

Advanced virtualization features

Sub-CPU dynamic logical partitioning (DLPAR) capability

Dynamic power management

Enhanced reliability, availability, and serviceability

vVVvyVYyVvYVvYYyvYyYyY

POWERS5+™ is an update of POWERS5 for a 0.90 micron process, featuring
increased clock speeds and higher performance, using less power.
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In April 2002, IBM disclosed information about its future server chips. IBM’s plans
included enhancing its POWERS5 and POWER6™ processors with an ability
called fast path. Fast path is designed to take over tasks that are usually handled
by software applications. POWERS can perform some software tasks that are
commonly handled by an operating system, such as the packaging of data that is
to be sent to networks. POWERSG will add more fast path enhancements. For
more information, refer to the following Web site:

http://www.chips.ibm.com

2.1.9 POWERA4-based server features

The POWERA4 range of IBM System p servers range from the entry-level 1-way
or 2-way p615 to the high-end 32-way p690 (Regatta). All of them feature the
64-bit POWER4 or POWER4+ processor and DLPAR capabilities on LPAR
capable models. Other features of this series of servers include:

» An integrated service processor

» Hot-swap redundant power supplies

» Hot-swap fans and disk drives

» Light-emitting diode (LED) service identification
» Auto reboot on power loss

» Dynamic processor deallocation when a processor error is encountered
(multiprocessor systems only)

» Predictive failure analysis

» Persistent component deallocation on reboot

» IBM Chipkill™ correction in memory

» Hot-plug for Peripheral Component Interconnect-X (PCI-X) slots
» Concurrent runtime diagnostics

» Automatic first failure data capture and diagnostic fault isolation
» Dynamic error recovery

» PCI bus parity error recovery

» System’s management services

» Capacity upgrade on demand (select models)

» Choice of AIX 5L and Linux OS

1 Dynamic LPAR requires AIX 5L V5.2 or later.
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POWER4-based servers that support LPAR are capable of providing one LPAR
per CPU, with dynamic reallocation of resources between the LPARs, possibly
where both the firmware and the OS support this feature. pSeries LPAR differs
from Sun Fire™ domains, in that, the domains are defined at a system-board
level. LPARs can be said to provide a finer level of control over the allocation of
system resources.

For more information about POWER4-based systems, refer to IBM eServer
pSeries Systems Handbook 2003 Edition, SG24-5120, which is available on the
Web at:

http://www.redbooks.ibm.com/abstracts/sg245120.htm1?0pen

2.1.10 POWER5-based server features

The POWERS range of IBM System p servers range from the entry level 1-way
or 2-way p610 and p505 blade to the high-end 64-way mainframe inspired p595
(Squadron). POWERS technology is also available in the System i™ line of
servers. Although these are traditionally used to run i5 OS (IBM AS/400®), they
can also be used to run AlX 5L2. This section focuses on the p5 series of servers
on which AIX 5L is normally found. All of them feature the 64-bit POWERS or
POWERS5+ processor and micro partitioning3 capabilities by adding the
Hardware Management Console (HMC) or using the Integrated Virtualization
Manager on select models. Other features of this series of servers include:

» An integrated service processor

» Hot-swap redundant power supplies
» Hot-swap fans and disk drives

» LED service identification

» Auto reboot on power loss

» Dynamic processor deallocation when a processor error is encountered
(multiprocessor systems only)

» Predictive failure analysis

» Persistent component deallocation on reboot
» Chipkill correction in memory

» Hot-plug for PCI-X slots

» Concurrent runtime diagnostics

» Automatic first failure data capture and diagnostic fault isolation

2 Refer to AIX 5L on IBM eServer i5 Implementation Guide, SG24-6455:
http://www.redbooks.ibm.com/abstracts/sg246455.htm1?0pen
3 Requires AIX 5L V5.3 or later
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» Dynamic error recovery

» PCI bus parity error recovery

» System’s management services

» Capacity upgrade on demand (select models)
» Choice of AIX 5L and Linux OS

» Advanced POWER virtualization

— Micro Partitioning
Virtual Ethernet

Virtual SCSI

Virtual Serial

Partition Load Manager

For more information about p5 virtualization, refer to:
http://www-03.1ibm.com/systems/p/apv/index.htm]
The latest information about POWERS5-based servers is available in the following
Web sites:

» http://publib.boulder.ibm.com/eserver/
» http://www-03.ibm.com/systems/p

2.2 Planning considerations

This section describes the issues that system administrators must consider
before beginning the installation of an IBM System p, or IBM eServer
BladeCenter® JS20 (IBM BladeCenter JS20).

2.2.1 IBM System p

Two general paths are available for installing AIX 5L on IBM eServer p5
systems, depending on your configuration choice, a stand-alone system or a
partitioned system.

Monolithic (stand-alone)
In a monolithic installation, AIX 5L owns the entire server and all its resources. A

monolithic install does not require any POWER technology-specific
preinstallation planning.

Note: IBM System p is initially preconfigured for monolithic operation.
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Hosted (partitioned)

In a hosted installation, AIX 5L runs in a partition along with other instances of
AIX 5L or Linux. By using LPAR, a single physical system can be divided into
multiple logical partitions, each running their own OS image.

2.3 Concepts for AIX 5L logical partitions

This section provides information that helps you familiarize yourself with the
hardware and software required for AlX 5L logical partitions.

Logical partitioning is the ability to make a server run as if there were two or more
independent servers. When you logically partition a server, you divide the
resources on the server into subsets called logical partitions. Processors,
memory, and input/output (I/O) devices are examples of resources that you can
assign to logical partitions. You can install software on the logical partition, and
the logical partition runs as an independent logical server with the processor,
memory, and I/O resources that you have allocated to it.

Use tools to partition the IBM System p. The tool that you use to partition each
server depends on the server model and the OS and features that you want to
use:

» Hardware Management Console

The HMC is a hardware appliance that connects to the server firmware. Use
the HMC to specify to the server firmware how you want resources to be
allocated among the logical partitions on the managed system. Also use the
HMC to start and stop the logical partitions, update the server firmware code,
manage IBM eServer Capacity on Demand, and transmit service information
to service and support if there are any hardware problems with your managed
system.

The server firmware is code-stored in system flash memory on the server.
The server firmware directly controls the resource allocations on the server
and the communications between the logical partitions on the server. The
HMC connects with the server firmware and specifies how the server
firmware allocates resources on the server.

If you use a single HMC to manage a server, and the HMC malfunctions or
becomes disconnected from the server firmware, the server continues to run,
but you will not be able to change the logical partition configuration of the
server or manage the server. If necessary, attach an additional HMC to act as
a backup and to provide a redundant path between the server and IBM
service and support.
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Partitioning using the HMC is supported on all IBM System p5™, and IBM
eServer OpenPower™ server models, although some models require you to
enter an Advanced POWER Virtualization activation code before you partition
the server.

Integrated Virtualization Manager

The Integrated Virtualization Manager is a browser-based system
management interface for a Virtual I/O Server that enables you to create and
manage logical partitions on a single IBM System p5 server. The Integrated
Virtualization Manager is supported only on select IBM eServer p5, IBM
System p5, and the IBM eServer OpenPower4 server models.

A Virtual I/0 Server is a software that provides virtual storage and shared
Ethernet resources to the other logical partitions on the managed system. A
Virtual I/0O Server is not a general purpose OS that can run applications. A
Virtual I/0O Server is installed on a logical partition in place of a general
purpose OS and is used solely to provide virtual I/0 resources to other logical
partitions with general purpose OS. Use the Integrated Virtualization Manager
to specify to a Virtual I/O Server about how these resources are assigned to
the other logical partitions.

To use the Integrated Virtualization Manager, first install a Virtual I/O Server
on an unpartitioned server. A Virtual I/O Server automatically creates a logical
partition for itself, called the management partition, for the managed system.
The management partition is the Virtual 1/O Server logical partition that
controls all the physical I/O resources on the managed system.

After you install the Virtual I/O Server, configure a physical Ethernet adapter
on the server to connect to the Integrated Virtualization Manager from a
computer with a Web browser.

For more information about the use of Virtual I/O Server, refer to the following
publications:

— System p5 and i5, eServer p5 and i5 and OpenPower: Using the Virtual
I/O Server

http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/topic/iphb
1/iphbl.pdf

— Advanced POWER Virtualization on IBM System p5, SG24-7940

— Advanced POWER Virtualization on IBM eServer p5 Servers: Architecture
and Performance Considerations, SG24-5768

Micro-Partitioning™ or shared processing

This enables logical partitions to share the processors in the shared
processor pool. The shared processor pool includes all the processors on the

4 OpenPower systems are primarily used for running Linux
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server that are not dedicated to specific logical partitions. Each logical
partition that uses the shared processor pool is assigned a specific amount of
processor power from the shared processor pool. If the logical partition
requires more processor power than its assigned amount, the logical partition
is set by default to use the unused processor power in the shared processor
pool. The amount of processor power that the logical partition can use is
limited only by the virtual processor settings of the logical partition and the
amount of unused processor power available in the shared processor pool.

» Dynamic logical partitioning

This enables you to move resources to, from, and between the running logical
partitions manually without shutting down or restarting the logical partitions.
This enables you to share devices that logical partitions use occasionally, for
example, if the logical partitions on your server use an optical drive
occasionally, you can assign a single optical drive to multiple logical partitions
as a desired device. The optical drive will belong to only one logical partition
at a time, but you can use dynamic logical partitioning to move the optical
drive between logical partitions, as required. On servers that are managed
using the Integrated Virtualization Manager, dynamic logical partitioning is
supported only for the management partition. Dynamic logical partitioning is
not supported on servers that are managed using the Virtual Partition
Manager.

» Virtual I/0

This enables logical partitions to access and use I/O resources on other
logical partitions, for example, virtual Ethernet enables you to create a virtual
local area network (LAN) that connects the logical partitions on your server to
each other. If one of the logical partitions on the server has a physical
Ethernet adapter that is connected to an external network, you can configure
the OS of that logical partition to connect the virtual LAN with the physical
Ethernet adapter. This enables the logical partitions on the server to share a
physical Ethernet connection to an external network.

2.3.1 Hardware requirements for AIX 5L logical partitions

During the process of planning for logical partitions, decide how you want to
configure hardware resources. Each AIX 5L logical partition on an IBM eServer
hardware system requires the following minimum hardware resources:

» One dedicated processor or 0.1 processing unit
» 128 MB memory
» One storage adapter (physical or virtual)
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» Approximately 2.2 GB of space provided by one of the following storage
options:

— Internal storage using SCSI adapters and drives attached within the
system

— External storage using storage area network (SAN) adapters and drives in
an external storage unit

— Virtual storage using a virtual SCSI adapter and storage in a different
partition

» One network adapter (physical or virtual)

2.3.2 Logical partition planning tasks

Perform the following partition planning tasks:

1. Identify the hardware requirements for each logical partition based on the
hardware configuration of the server.

2. Identify whether the partitions will communicate with other partitions, servers,
or workstations using physical or virtual Ethernet connections.

3. Design and validate your partition configuration using the IBM LPAR
Validation Tool (LVT), which is available at:

http://www.ibm.com/servers/eserver/iseries/Ipar/

The LVT provides you with a validation report that reflects your system
requirements when not exceeding logical partition recommendations.

2.4 IBM eServer BladeCenter JS20

This section discusses planning considerations associated with the
implementation of IBM eServer BladeCenter JS20. Specifically, it covers network
planning.

For detailed information about AlIX 5L on BladeCenter JS20, refer to The IBM
eServer BladeCenter JS20, SG24-6342, which is available on the Web at:

http://www.redbooks.ibm.com/abstracts/sg246342.htm1?0pen
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2.4.1 Network planning

Successful installation of IBM BladeCenter JS20 requires that you have a clear
plan about how you will use the various networking capabilities of the
BladeCenter infrastructure. This plan must address the following questions:

| 2

What network connectivity is required for the blade servers to support the
applications installed on them?

What network connectivity is required to manage the BladeCenter, 1/0
modules, and blade servers?

What virtual local area networks (VLANSs) are required for each LAN Switch
I/O Module to provide the network connectivity established previously?

What IP subnet will be used for each VLAN and how will IP addresses be
allocated to each device on the VLAN?

Will IP addresses be assigned statistically or dynamically using Dynamic Host
Configuration Protocol (DHCP)?

What host names will be used for each network interface?
How will host names be resolved to IP addresses?

Are there requirements for a high-performance, low-latency interconnection
network?

Where multiple BladeCenter chassis are installed, how will they be
interconnected?

2.4.2 Minimal network requirements

At the minimum, most IBM BladeCenter JS20 environments have the following
network requirements:

>

A dedicated hardware management subnet

This is used to access both the management module and the management
interfaces of the 1/0 modules that are installed on each BladeCenter chassis.

A Serial over LAN (SoL) subnet internal to each BladeCenter chassis that
supports the SoL remote text console function

This is always implemented using a LAN Switch 1/O module installed in 1/0O
module bay 1.

A subnet connected to each BladeCenter JS20

This is used to install and manage the OS on the blade server.
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» One or more subnets connected to each BladeCenter JS20
They are used by the applications installed on the blade server to
communicate to other systems.

Figure 2-1 illustrates how these requirements can be provided in a logical
network view.

Hardware
Management
Subnet
G
Modules Management
Module
|
S0OL
Subnet
Console Console Console Console Console Console
JS20 JS20 JS20 JS20 JS20 Jsz20
Blade Blade Blade Blade Blade Blade
Server Server Server Server Server Server
thd [ =th eth0 [ eth &th0 [ ethi &th | ethi =thd | sth =thd [ =th1
Application .
Management
Subnet Subnet

Figure 2-1 Network logical view
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The following four sections describe each of the logical networks illustrated in
Figure 2-1.

Hardware management subnet

It is recommended that you establish a dedicated hardware management subnet.
The 10/100BaseT Ethernet interface on the management modules installed on
each BladeCenter chassis provides the gateway to this subnet for each
BladeCenter chassis. Install external LAN switches or hubs to interconnect the
10/100BaseT Ethernet interface on the management modules of each
BladeCenter chassis with external management systems.

Use this subnet to access the management module Web interface and
command-line interface (CLI). You can also use this subnet to access the Web
interface and CLI of the I/O modules.

System management applications such as IBM Director and IBM Cluster
Systems Management also use this subnet to communicate with the hardware
management functions of the BladeCenter infrastructure.

Restrict the access to this subnet to those management systems, system
administrators, and operators who have the responsibility of managing the
BladeCenter infrastructure.

Allocate multiple IP addresses to each BladeCenter chassis on this subnet,
including the following:

» One IP address for the external interface of the management module in each
BladeCenter chassis

» One IP address for the internal interface of the management module in each
BladeCenter chassis

» One IP address for the management interface of each I/O module in each
BladeCenter chassis

Note: Although the logical network view shown in Figure 2-1 illustrates the I/O
management module interfaces connecting directly to the hardware
management subnet, they are physically connected through the management
module that acts as a gateway to those interfaces. The management module
performs a proxy Address Resolution Protocol (ARP) function to make it look
as if the I/O module management interfaces are attached to the hardware
management subnet.

It is possible to use a different subnet for the management module internal
network interface and I/O module management interfaces. However, this
configuration is not recommended.
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Serial over local area network subnet

The SoL remote text console function requires a subnet and underlying VLAN
that is implemented by a LAN Switch I/O Module installed in /O module bay 1 of
the BladeCenter chassis. This subnet and VLAN are entirely internal to each
BladeCenter chassis and must not be externally accessible.

If you use the 4-Port Gigabit Ethernet Switch Module or the Nortel Networks
Layer 2-7 Gigabit Ethernet Switch Module, the VLAN uses the VLAN ID 4095. If
you use the Cisco Systems Intelligent Gigabit Ethernet Switch Module, you can
select the VLAN ID.

Assign a unique range of IP addresses to this subnet for use by the SoL remote
text console function.

Important: An IP address is required for each blade server.

Specify only the starting IP address within the range of IP addresses that you
assign into the management module. The management module then
automatically assigns consecutive IP addresses from the starting address that
you provide to each blade server that you have installed.

Operating system management subnet

We expect most environments that use the BladeCenter JS20 to rely on the
network installation procedure to install the OS.

The OS management subnet is used to support both the initial installation and
the subsequent management of the OS installed on IBM BladeCenter JS20s.
This subnet is implemented using a VLAN provided by the LAN Switch 1/0O
modules installed in /O module bay 2 of each BladeCenter chassis.
Alternatively, you can implement it using a Pass-Thru 1/O Module installed in I/O
module bay 2 that is connected to an external LAN switch.

Application subnet

The primary reason you install BladeCenter JS20 is to support applications.
Many applications have requirements to communicate with other systems. Use
one or more application subnets for this purpose.

The primary application subnet is implemented using a VLAN provided by the
LAN Switch I/0 Modules installed in I/O module bay 1 of each BladeCenter
chassis. The same LAN Switch 1/0 Module is used to support the SoL subnet
and VLAN.
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Where different BladeCenter JS20s participate in different applications, and
there is a requirement for separate application traffic, you may have to define
multiple application subnets and VLANs. Each BladeCenter JS20 is connected to
the appropriate application subnet based on the applications that are installed on
the blade server.

If application communication requirements with other systems are complex,
install an additional pair of Gigabit Ethernet interfaces on each BladeCenter
JS20, using the Gigabit Ethernet Expansion Card in conjunction with the
compatible I/O modules installed in /O module bays 3 and 4.

2.5 IBM System p High Performance Switch

The IBM System p High Performance Switch is a high-speed method of
interconnecting IBM System p servers. It is used in situations where two or more
IBM System p machines or LPARs require high-bandwidth, low-latency
intercommunications that cannot be provided by other means. It is commonly
used in High Performance Parallel Clusters as part of Cluster 1600.

The IBM System p High Performance Switch has been developed over many
years by the IBM High Performance Computing Group. Following are the
features of the High Performance Switch:

High levels of reliability
Highly scalable
Reliable and secure
Out-of-band monitoring
Low latency

Fast transfers

yVyVYyVvYVvYyYy

Refer to An Introduction to the New IBM eServer pSeries High Performance
Switch, SG24-6978, which is available on the Web at:

http://www.redbooks.ibm.com/redbooks/pdfs/sg246978.pdf
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2.6 IBM System Cluster 1600

IBM System Cluster 1600 is a highly scalable clustering solution that can be
used for large-scale computational modeling and analysis, large databases,
business intelligence, and data center consolidation. A Cluster 1600 can
comprise a combination of IBM System p and OpenPower servers. The IBM
Cluster System 1600 can make:

46

»
»
»

»
»
»

AIX 5L or Linux nodes

Cluster Systems Management (CSM) software for managing the cluster
Cluster interconnect can be:

— Ethernet

— IBM eServer pSeries High Performance Switch

— InfiniBand

— Muyrinet (Linux only)

Software for creating and running parallel software

— Engineering and Scientific Subroutine Library (ESSL)
Parallel ESSL

Parallel environment

XL Fortran

VisualAge® C++

General Parallel File System™ (GPFS™)

Loadleveler job scheduling software

High availability software

For more information about Cluster 1600, refer to the following Web site:

http://www-03.ibm.com/servers/eserver/clusters/hardware/1600.html

Sun Solaris to IBM AIX 5L Migration: A Guide for System Administrators


http://www-03.ibm.com/servers/eserver/clusters/hardware/1600.html

Operating system
installation

This chapter describes the difference between the way Solaris and AIX 5L
perform their installations. Both have the option of using either a text-based
installation or a graphical user interface (GUI) installation format and allow
installation from different media sources.

This chapter discusses the following topics:

3.1, “Basic system installation” on page 48

3.7, “Other installation methods” on page 55

3.8, “Using the multibos utility” on page 67

3.9, “Network Installation Manager” on page 67

3.10, “AIX 5L installation in a partitioned environment” on page 77
3.11, “Installing AIX 5L on IBM BladeCenter” on page 89

vVvyYvyvyYYyy
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3.1 Basic system installation

This section discusses the basic installation procedure with a local CD-ROM or
DVD-ROM drive. Solaris and AIX 5L offer other types of installation methods too.
These are described in 3.7, “Other installation methods” on page 55.

Local CD or DVD installations are the same for Solaris and AIX 5L. The
installation program prompts for information when required. An options menu is
presented in some parts for you to make the appropriate choices.

As with a Solaris installation, AlIX 5L too performs the following operations:

Note: The following list is not in any specific order and is not a complete list of
the options that will be presented to you. It is a representation of the basic
information that will be presented. When using another installation method,
these prompts might not be displayed if they are preconfigured in the
installation procedure, or you might have extra options.

» Probe the hardware for devices and load the appropriate device drivers

Assign a host name

» Set up a network setup type, Dynamic Host Configuration Protocol (DHCP) or
static IP

v

If you choose static IP, you will be asked to enter the IP address, subnet
mask, default gateway, and Domain Name System (DNS) servers to use.

Select a region type to use for languages

Select a time zone

Select the initial or upgrade installation type

Prompt for a hard disk to use for root partition

Prompt for an automatic or manual disk layout for the file systems
Prompt for the software bundle or packages to install

vyVyVYyVvYVvYyYy

Table 3-1 compares some of the useful commands used in Solaris installation
with those used in AIX 5L.

Table 3-1 Installation command comparison

Tasks Solaris AIX 5L

Set bootlist on hardware Boot “ok” prompt Systems Maintenance
Service menu

Automated live patch Patch Manager Service Update
upgrade Management Assistant
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Tasks

Solaris

AIX 5L

Install preserving user
data

Live Upgrade

Preservation installation

Install operating system
(OS) on another disk

Live Upgrade

alt_disk_install

Network installation

» JumpStart™
» Flash Install

Network Install Manager

Create installation server

setup_install_server
install_dir_path

nimconfig

Create a boot server for
network install

setup_install_server -b

smitty nim_config_env

Set up a client for network
installation

add_install_client

smitty nim_mkmac

Display current OS level uname -a oslevel -r
Display installed pkginfo or kgparam 1s1pp -L
packages

Display installed patches showrev -p instfix -ia
Display term type echo $TERM termdef
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Figure 3-1 shows a flowchart outlining the steps involved in a Base Operating
System (BOS) installation.

’ Start the system ‘

v

’ Select the console ‘

v

’ Select language ‘

Begin with
default
settings?

y no

Verify default install
method and settings

yes v

Default Change:
settings yes Installation Method
need to be B Destination Disk(s)
hanged? Language
TBC
* no
—>' Install from media }
y
Perform

customization

Figure 3-1 Flowchart outlining the steps involved in a BOS installation

3.2 Graphical installation or text installation

The previous section (3.1, “Basic system installation” on page 48) does not
mention the console device being used. As with Solaris on some scalable
processor architecture (SPARC) platforms, you have the choice of using a
graphical console to perform the installation. Even if you are on a graphical
console, you have the choice of selecting a text-based installation.

In Solaris, when installing from a CD set, the installation CD always starts a
graphical installation and CD 1 starts a text-based installation. On a DVD, you
will be prompted for the type of installation to use.

In AIX 5L, you can manage the install in the following ways:

» Connect remotely using Web-based System Manager Remote Client
» Connect directly using a laptop through the serial port
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» Open a virtual terminal window on the Hardware Management Console
(HMC) server through Secure Shell (SSH) using the mkvterm command.

For more information about the HMC management setup, refer to:
http://publibl6.boulder.ibm.com/pseries/en_US/infocenter/base/hardwa
re_docs/pdf/380590.pdf
To configure your system after the installation is complete, three methods are
available:
» Configuration assistant application
» SMITTY
» Command line
To install the Web-based System Manager, perform the following tasks:
1. Enter the following URL in your browser:
http://hmchostname/remote client.html
You will be prompted for the HMC root user name and password.

2. After the client is installed, you will have access to the available frames and
partitions.

3. After you have the HMC and the partitions set up with the required devices,
you are ready to start the installation:

a. Open a window by right-clicking the partition. Insert CD 1 from the AIX 5L
OS Installation CD pack.

b. From the Web-based System Management Console restart the partition.
When the partition restarts, the following line appears:

memory keyboard network scsi speaker
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c. Press F1 when you see this or Esc+ if you are working through the serial
port. This brings you to the System Management Services screen
(Figure 3-2).

Version 3FZZ0_051
3M3 1.5 (o) Copyright IEM Corp. Z000,2003 All rights reserved.
Main Menn
1. Select Language
Jetup Remote IPL (Initial Program Load)
Change 3C3I SJettings
Jelect Console
Jelect Boot Options

Mo W

Type the number of the menu itew and press Enter or select Navigation Key:

Figure 3-2 System Management Services main menu

This section is important for setting up the initial program load (IPL)
parameters because these are required for future network-based boots,
installations, and upgrades. Here, things such as IP parameters, boot
server parameters, network adapter configuration, bootlist order, and boot
devices are set. For a CD-based installation, set the first boot device to
your CD-ROM (Refer to Chapter 5, “Software management” on page 133).

d. After all the configurations are completed, exit from the System
Management Services screen. The server starts from the CD, and the OS
installation begins.

There are three ways in which to install AIX 5L on your system:

» New and Complete Overwrite Installation
» Migration Installation
» Preservation Installation

Note: Preservation Installation is the default for a first-time installation
because there are no file systems to preserve for a Migration installation.
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Figure 3-3 shows the installation settings for the BOS installation.

Installation and Jettings

Either type 0 and press Enter to install with current settings, or Lype the
number of the setting you want to change and press Enter.

1 3Systewm Jettings:
Method of Installation............. Preserwvation

Iisk Where You Want to Install..... hdisk0O

2 Primary Language Enviromment Zettings (AFTER Install):

Cultural Convention. . ... cveenneeans English (United 3tates)
= 2 T £ T = English (United 3tates)
Feyhoard . ....c.ciniinneennannrnnns English (United 3tates)
Fevhoard Type. . .t i s i annnnnns Default

3 HMore Options [Desktop, Security, Kernel, Software, ...)

>>> 0 Install with the current settings listed above.

85 Help ? | WARNING: Base Operating 3ystem Installation will
99 Previous Menu | destroy or impalir recovery of JC0ME data on the
| destination disk hdisk0.
>x>> Choice [0O]:

Figure 3-3 Installation settings for the BOS installation

3.3 New and complete overwrite installation

This method is generally used in the following situations:
» You have a new machine.

In this case, the hard disk or disks on which you are installing the BOS are
empty, and this is the only possible installation method for a new machine.

» You want to install on a hard disk that already contains an existing root
volume group that you want to overwrite.

This might, for example, occur if your root volume group is corrupted.

» You might want to reassign your root volume group to another disk, perhaps
to a disk that is smaller.

Note: The new and complete overwrite installation overwrites all the data on
the selected destination disk. This means that after the installation is
complete, you must manually configure your system using the configuration
assistant application, or smitty, or the command line.

Chapter 3. Operating system installation 53



3.4 Migration installation

Use the migration installation method to upgrade AIX 5L to a different version or
release while preserving the existing root volume group. Following are some of
the characteristics of migration installation:

» During a migration installation, the installation process determines the
optional software products that must be installed on AlIX 5L. Earlier versions
of AIX 5L software that exist on the system are replaced by the new software
in AIX 5L.

» This method preserves all the file systems (except /tmp), the root volume
group, the logical volumes, and the system configuration files. In most cases,
user configuration files from the earlier version of a product are saved.

» Nonsoftware products remain on the system.

» When migrating from AIX 5L V3.2, all the files in /usr/lib/drivers,
/usr/lib/microcode, /usr/lib/methods, and /dev are removed from the
system.Therefore, software support for non-IBM device drivers must be
reinstalled.

3.5 Preservation installation

Use the preservation installation method when a version of BOS is installed on
your system and you want to preserve user data in the root volume group.
Following is a list of features pertaining to a preservation installation:

» The /etc/preserve.list file contains a list of system files to be copied and saved
during a preservation BOS installation. The /etc/filesystems file is listed by
default. Add the full path names of any additional files that you want to save
during the preservation installation to the /etc/preserve.list file. Create the
/etc/preserve.list file on an AIX 5L V3.1 machine. On an AIX 5L V4.1 or later
system, this file already exists on your system, and can be directly edited.

» Ensure that you have sufficient disk space in the /tmp file system to store the
files listed in the /etc/preserve.list file.

» This method overwrites the /usr, /tmp, /var, and /(root) file systems by default.
Therefore, any user data in these directories is lost. These file systems are
removed and recreated. Therefore, any other licensed program products
(LPPs) or file sets that you installed on the system will also be lost. Think of a
Preservation Installation as an overwrite installation for these file systems.
System configuration must be performed after preservation installation is
carried out.
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3.6 Advanced installation options

The third option in the Installation and Settings menu (Figure 3-3 on page 53)
allows you to modify more settings for system operations parameters. These are
the three options that can be modified:

» Installation package set or desktop
» Enable trusted computing base
» Enable 64-bit kernel and JFS2

Installation package set or desktop

This allows you to configure the type of interface that the system uses at startup.
The installation package set is the default and the only option when using an
American Standard Code for Information Interchange (ASCII) console.

The desktop option is for graphical systems. You can select from the following
options:

\{

Common Desktop Environment (CDE)

K Desktop Environment (KDE)

GNU Network Object Model Environment (GNOME)
None

vvyy

Note: If you select None, a minimal configuration is installed.

3.7 Other installation methods

The methods discussed so far pertained to the different ways in which to perform
the BOS installation from CD or DVD. Solaris and AIX 5L both offer other ways to
source the installation software.

In Solaris, you have the following additional choices:

v

Custom JumpStart
WebStart Flash
Live Upgrade
Factory JumpStart

vyvvyy

In AIX 5L, you have the following options:

Alternate Disk Installation

Network Installation Management

Install from System Backup

Preinstallation option for a new system order

vVvyyy
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3.7.1 Alternate disk installation

Only AIX 5L V5.x has the ability to install a completely new OS on another disk or
part of a disk when the production environment is up and running. The result is a
significant reduction in downtime. It also allows large facilities to better manage
an upgrade because systems can be installed over a longer period of time. While
the systems are still running at the previous version, the switch to the newer
version can happen at the same time. This concept is called alternate disk
installation.

Benefits of alternate disk installation

If you already have an AIX 5L version installed, you can choose alternate disk
installation to transition your site through the upgrade process more smoothly.
Following are the benefits of alternate disk installation:

» It lets you install a new version of the OS when your current version is still
running.

» You can retain the flexibility of reverting to the earlier version of AIX 5L if the
new installation is not compatible with your existing applications or
customizations.

» By using an alternate destination disk, you can install the new version to
different machines over time, and later, when it is convenient, reboot to
implement the new installations.

» You can test your applications against the new version on an alternate disk.
With this option, you can stabilize your environment before implementing the
installation on other machines.

The mksysb command creates a backup of the OS (the root volume group). You
can use this backup to reinstall a system to its original state if gets corrupted. If
you create the backup on tape, the tape is bootable and includes the installation
programs required to install from the backup. This is an important and useful
command.
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System requirements

Table 3-2 shows the file sets that are required in order to run an alternate disk

installation.

Table 3-2 System requirements

File set name

Description

Requisite® software

bos.alt_disk_install.rte

This file set ships the
alt_disk install
command, which allows
the cloning of the rootvg
and the installation of an
AIX 5L mksysb to an
alternate disk.

bos.sysmgt.sysbr

bos.alt_disk_install.boot
_images

This file set ships the boot
images required to install
mksysb images to an
alternate disk.

bos.alt_disk_install.rte

The bos.alt_disk_install package requires approximately 12 MB of disk space in

/ustr.

Although one additional disk is required, the system recommendation is that four
disks should be used for alternate disk installation, two for the primary rootvg
mirrored and two for the alt_disk_install implementation.

After you have installed these file sets, the alternate disk installation functions
are available to you in the Software Installation and Maintenance menu. Use the
following System Management Interface Tool (SMIT) fast path:

# smitty alt_install
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Figure 3-4 shows the Alternate Disk Installation screen.

Alternate Disk Installation
Move cursor to desired item and press Enter.
Install mksysb on an Alternate Disk

Clone the rootvg to an Alternate Disk
NIM Alternate Disk Migration

Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-4 Alternate Disk Installation menu

Alternate disk installation can be used in one of following ways:

» Cloning the current running rootvg to an alternate disk
» Installing an mksysb image on another disk
» Upgrading the BOS to the current release

Cloning the current running rootvg to an alternate disk
Following are the advantages of cloning the rootvg to an alternate disk:

» Having an online backup available in case of a disaster

Keeping an online backup requires that an extra disk or disks be available on
the system.

» Applying new maintenance levels or updates

A copy of the rootvg is made to an alternate disk, and then updates are
applied to that copy. Finally, the boot list is updated to boot from the new
device. The system runs uninterrupted during this time. When it is rebooted,
the system boots from the newly updated rootvg for testing. If the updates
cause problems, the old rootvg can be retrieved by resetting the boot list and
rebooting.

58 Sun Solaris to IBM AIX 5L Migration: A Guide for System Administrators



Figure 3-5 shows how to use the alternate disk installation. With the primary
rootvg currently running on hdisk0 and hdisk1, make a clone to the second set of
drives, hdisk2 and hdisk3. Also upgrade the clone disks from AIX 5L V5.2 ML 2
to AIX 5L V5.2 ML 3. Figure 3-5 presumes the following facts:

» You are cloning to disks hdisk2 and hdisk3

» You are running an update_all operation installation of the software in
/tmp/update. It is here that the new MLs are located.

» You are specifying that this operation must change the current boot list to
hdisk2 and hdisk3 after completion.

» You are not asking the process to complete an immediate reboot on
completion of the upgrade because this is something that you want to
schedule in an appropriate maintenance window.
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Perform the following tasks:
1. To start the clone procedure, use the following smit fast path:
# smitty alt _clone
Figure 3-5 shows the Clone the rootvg to an Alternate Disk screen.

Clone the rootvg to an Alternate Disk

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Target Disk(s) to install [hdisk2 hdisk3] +
Phase to execute all +
image.data file [1
Exclude Tist 0
Bundle to install [update_al1] +

—0R-
Fileset(s) to install 0
Fix bundle to install 0
-OR-
Fixes to install [1
Directory or Device with images [/tmp/update]

(required if filesets, bundles or fixes used)

installp Flags

COMMIT software updates? yes +
SAVE replaced files? no +
AUTOMATICALLY install requisite software? yes +
EXTEND file systems if space needed? yes +
OVERWRITE same or newer versions? no +
VERIFY install and check file sizes? no +
Customization script [1
Set bootlist to boot from this disk
on next reboot? yes +
Reboot when complete? no +
Verbose output? no +
Debug output? no +

Fl=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 3-5 Cloning the rootvg
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2. After completing the operation, verify the boot list with the following

command:

bootlist -m normal -o

3. The boot list is set to hdisk2 hdisk3. Issuing an 1spv command provides you
with the output shown in Example 3-1.

Example 3-1 Ispv output

# lspv
hdisk0
hdiskl
hdisk2
hdisk3

0001615fa41bf87a
0001615fcbcla83f
0001615fchcla86b
0001615fcheabdl6

rootvg
rootvg
altinst_rootvg
altinst_rootvg

At this point, you have cloned and installed AIX 5L V5.2 ML 3. The changes
are activated at the next reboot.

4. After the reboot, issue the osTevel command or complete the appropriate
verifications to ensure that the upgrade is performed as expected. Issuing the
1spv command provides you with the output shown in Example 3-2.

Example 3-2 Ispv output

# lspv
hdisk0
hdiskl
hdisk2
hdisk3

0001615fa41bf87a
0001615fchcla83f
0001615fchcla86b
0001615fcheabd16

old_rootvg

old_rootvg
rootvg
rootvg

You have booted AIX 5L V5.2 ML3 from hdisk2 and hdisk3, and the disks
recognized as the new rootvg hdisks (0 and 1) now show a volume group of
old_rootvg and are not active. The recommendation now is to leave disk 0
and disk 1 with AIX 5L V5.2 ML 2 in case you have to fall back on the old

system.

5. To complete the process of cloning hdisk 2 and hdisk 3 back to hdisk 0 and 1,
issue the following commands:

— alt_disk_install -W hdisk0 hdiskl

This wakes up the old_rootvg.

— alt_disk_install -$

This puts the old_rootvg back to sleep.
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— alt_disk_install -X altinst_rootvg

This removes the old_rootvg volume group name associated with hdiskO
and hdisk1 from the Object Data Manager (ODM), and assigns them a
value of “none”, which allows the cloning to recur perfectly.

— smitty alt _clone
This clones back to hdisk0O and hdisk1.

Installing an mksysb image on another disk

An alternate mksysb install involves installing an mksysb image that is already
created, from another system to an alternate disk of the target system. The
mksysb image (AIX 5L V4.3 or later) is created on a system that either has the
same hardware configuration as the target system, or has all the device and
kernel support installed for a different machine type or platform or different
devices.

1. To create the alternate mksysb system, use the following smit fast path:
# smitty alt_mksysb

2. Inthe alternate mksysb installation screen (Figure 3-6), enter the name of the
disk on which you want to install the mksysb in the “Target Disk(s) to install”’
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field and the name of the device or the image name from which you will be
restoring the mksysb in the “Device or image name” field. Press Enter.

Install mksysb on an Alternate Disk

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry

Fields]
* Target Disk(s) to install 1
+
* Device or image name [1
+

Phase to execute all
+

image.data file 17/

Customization script 7/

Set bootlist to boot from this disk

on next reboot? yes
+

Reboot when complete? no
+

Verbose output? no
+

Debug output? no
+

resolv.conf file 17/
Fl=Help F2=Refresh F3=Cancel Fa=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-6 Installing mksysb

After the mksysb image is restored to the new disk, the system reboots from
the new alternate rootvg. This completes your alternate mksysb installation.
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3.7.2 Alternate disk migration installation

Alternate disk migration installation allows you to create a copy of rootvg to a free
disk or disks, and simultaneously migrate it through Network Installation
Management (NIM) to a new release level. Using alternate disk migration
installation over a conventional migration provides the following advantages:

| 2

Reduced downtime

The migration is performed when the system is up and running. There is no
requirement to boot from install media, and the majority of processing occurs
on the NIM master.

Quick recovery in the event of migration failure

Because you are creating a copy of rootvg, all the changes are performed to
the copy (altinst_rootvg). In the event of serious migration installation failure,
the failed migration is cleaned up, and the administrator does not have to take
further action. In the event of a problem with the new (migrated) level of AIX
5L, the system can be quickly returned to the premigration OS by booting
from the original disk.

High degree of flexibility and customization in the migration process

This is performed with the use of optional NIM customization resources,
image_data, bosinst_data, exclude_files, premigration script, installp_bundle,
and postmigration script.

Alternate disk migration installation has the following requirements:

>

Configured NIM master running AIX 5L V5.3 or later with AIX
5L-recommended maintenance level 5300-04 or later.

The NIM master must have bos.alt_disk_install.rte installed in its rootvg and
the Shared Product Object Tree (SPOT) that will be used.

The level of the NIM master rootvg, Ipp_source, and SPOT must be at the
same level.

The client (the system to be migrated) must be at AIX 5L V4.3.3 or later.

The client must have a disk or disks that are large enough to clone the rootvg
and an additional 500 MB (approximately) of free space for the migration. The
total amount of required space depends on the original system configuration
and migration customization.

The client must be a registered NIM client to the master.

The NIM master must be able to execute remote commands on the client,
using the rshd protocol.

The client must have a minimum 128 MB of memory.
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» A reliable network, which can facilitate large amounts of NFS traffic, must
exist between the NIM master and the client.

» The client’s hardware must support the level it is migrating to and meet all the
other conventional migration requirements.

To create the alternate disk migration, use the following smit fast path:

# smitty nimadm_migrate
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Figure 3-7 shows the NIM Alternate Disk Migration screen. For more information
about the fields, go to smitty nimadm_migrate and press F1 or Esc+1.

Perform NIM Alternate Disk Migration

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[TOP] [Entry Fields]

* Target NIM Client [1 +

* NIM LPP_SOURCE resource (1 +

* NIM SPOT resource ] +

* Target Disk(s) to install [1
DISK CACHE volume group name ] +
NIM IMAGE_DATA resource 0 +
NIM BOSINST DATA resource (1 +
NIM EXCLUDE_FILES resource (] +
NIM INSTALLP_BUNDLE resource 0 +
NIM PRE-MIGRATION SCRIPT resource ] +
NIM POST-MIGRATION SCRIPT resource ] +
Phase to execute [a11] +
NFS mounting options ]
Set Client bootlist to alternate disk? yes +
Reboot NIM Client when complete? no +
Verbose output? no +
Debug output? no +
ACCEPT new license agreements? no +

[BOTTOM]

Fl=Help F2=Refresh F3=Cancel FA=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 3-7 Alternate disk migration installation
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3.8 Using the multibos utility

The multibos utility allows you, as root, to create multiple instances of AIX 5L on
the same root volume group (rootvg).

The multibos setup operation creates a standby BOS that boots from a distinct
Boot Logical Volume (BLV). This creates two bootable instances of BOS on a
given rootvg. You can boot from either instance of a BOS by specifying the
respective BLV as an argument to the boot1ist command, or by using system
firmware boot operations.

You can simultaneously maintain two bootable instances of a BOS. The instance
of a BOS associated with the booted BLV is the active BOS. The instance of a
BOS associated with the BLV that has not been booted is the standby BOS. Only
two instances of BOS are supported per rootvg.

The multibos utility allows you to access, install, maintain, update, and customize
the standby BOS either during setup or during any subsequent customization
operations. Installing maintenance updates to the standby BOS does not change
system files on the active BOS. This allows for concurrent update of the standby
BOS, and the active BOS remains in production.

The multibos utility has the ability to copy or share logical volumes and file
systems. By default, the multibos utility copies the BOS file systems (currently,
the /, /usr, /var, /opt, and /home directories), the associated log devices, and the
boot logical volume. You can make copies of additional BOS objects (see the —L
flag). All the other file systems and logical volumes are shared between the
instances of the BOS.

For more information, refer to the following Web site:

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp

3.9 Network Installation Manager

The NIM permits the installation, maintenance, and upgrade of AIX 5L, its basic
OS, and additional software and fixes that might be applied over a period of time
over token-ring, Ethernet, Fiber Distributed Data Interface (FDDI), and
asynchronous transfer mode (ATM) networks. NIM also permits the
customization of machines both during and after the installation. As a result, NIM
has eliminated the reliance on tapes and CD-ROMs for software installation. The
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bonus, in NIM’s case, is in the network. NIM allows one machine to act as a
master in the environment. This machine is responsible for storing information
about the clients it supports, the resources that it or the other servers provide to
these clients, and the networks on which they operate.

Following are some of the benefits of NIM:

>

Manageability

It allows central localization of software installation images, thus making
backup and administration easier.

Central administration

Administrators can install remote AIX 5L machines without having to
physically attend them.

Scalability

You can install more than one machine at a time, implement a group strategy
of machines and resources, and choose how many machines to install at a
time.

Availability

Where server down time means loss of profits, NIM provides you with a
backup image of all your servers. A new server can be set up and running in
just over an hour.

High availability of the NIM server

AIX 5L V5.3 introduces a way to define a backup NIM master, take over to the
backup master, and then fail back to the primary master. This helps to create
more reliable NIM environments.

Nonprompted installation

NIM provides a function to install systems without having to go to the
machine.

Installations can be initiated by either the client or the master at a convenient
time.

If, for example, a client is unavailable at the time of the installation, you can
initiate an installation when it is back online. Alternatively, if there is less traffic
on your network at a certain time, you can have the installations occur at that
time.

It is a relatively faster means of installation than tape or CD-ROM.

NIM provides greater functionality than CD-ROM or tape. Among other things,
it allows you to customize an installation, initiate a nonprompted installation,
or install additional software.
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3.9.1 Network Installation Management environments

A NIM environment is typical of any client/server environment. You have client
machines accessing resources that are remotely held on servers. In the NIM
environment, there is also the additional requirement that these resources bring
stand-alone, dataless, and diskless machines to a running state. It is obvious
then, that certain resources are required to support the operation of systems
within the NIM environment. This capability is dependent on the functionality of
the network.

All the information about the NIM environment is stored in three ODM databases
(this data is located in the files in the /etc/objrepos directory):

» nim_object

Each object represents a physical entity in the NIM environment
> nim_attr

Stores individual characteristics of physical entities
» nim_pdattr

Contains predefined characteristics

The objects that comprise the ODM database are machines, networks,
resources, and groups. Characteristics refer to their attributes that are a part of
their initial definition. In this definition, objects are also assigned a name. This
name is for NIM purposes only and might be completely different from any
defining physical characteristic it may have. To have a functioning environment,
the following conditions must be met:

Network File System (NFS) and TCP/IP must be installed

TCP/IP must be configured

TCP/IP communications must be established between the machines
Name resolution must be configured

v

vvyy

3.9.2 Network Installation Management setup

Before you begin to set up a NIM server, a few important points must be
considered. The NIM master must be running the highest version of AIX 5L that
you are planning to install, for example, if your NIM master is running on AIX 5L
V5.2, you can install AIX 5L V5.2, V5.1, and V4.3.3 on your client machines, but
you cannot install AIX 5L V5.3 on any of the client machines until the NIM master
is upgraded to AIX 5L V5.3. A quick startup guide for the NIM setup and BOS
installation is provided here. For more information about NIM’s latest features,
refer to NIM from A to Z in AIX 5L, SG24-7296.
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Network Installation Management Master

You must consider where and how to store the NIM resources. You might want to
have separate file systems for each resource, create logical volumes for each
resource, or even have your NIM resources on a separate volume group (refer to
Chapter 4, “Disks and file systems” on page 91).

Ipp_source

An Ipp_source resource represents a directory in which software installation
images are stored. If the Ipp_source contains the minimum set of support images
required to install a machine, it is given the simages attribute and can be used for
BOS installation (bos_inst) operations.

NIM uses an Ipp_source for an installation operation by first mounting the
Ipp_source on the client machine. The installp commands are then started on
the client using the mounted Ipp_source as the source for installation images.
When the installation operation has completed, NIM automatically unmounts the
resource.

In addition to providing images to install machines, Ipp_source resources can
also be used to create and update SPOT resources.

Shared Product Object Tree

SPOT is a fundamental resource in the NIM environment. It is required to install
or initialize all machine configuration types. A SPOT provides an /usr file system
for diskless and dataless clients, and network boot support for all the clients.

Everything that a machine requires in an /usr file system, such as the AIX 5L
kernel, executable commands, libraries, and applications, are included in the
SPOT. Machine-unique information or user data is usually stored on the other file
systems. The SPOT can be located on any stand-alone machine within the NIM
environment, including the master. The SPOT is created, controlled, and
maintained from the master, even though it can be located on another system.

One way of configuring the NIM master is by using eznim. The smitty eznim
menu helps the system administrator by organizing the commonly used NIM
operations and simplifies frequently used advanced NIM operations.

Perform these tasks to set up NIM:

» Prepare the AIX 5L OS and install the CD-ROMs that are at the same levels
as the ones that are currently installed.

» Configure the NIM master server. Execute the smitty setup_eznim_master
fast path.
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Figure 3-8 shows Easy NIM server configuration. You can select the software
source to configure from, the volume group to use for the NIM resources, and the

file system to use for the NIM resources. When the NIM master environment is

configured, the basic NIM resources are created, for example, Ipp_source and

SPOT.

Fields]
Select or specify software source
+

to initialize environment

Select Volume Group for resources
+

Select Filesytem for resources

Options

CREATE system backup image?
+

CREATE new Filesystem?
+

DISPLAY verbose output?
+
Fl=Help F2=Refresh
F5=Reset F6=Command
F9=Shell F10=Exit

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

F3=Cance
F7=Edit
Enter=Do

Easy NIM - Setup the NIM Master environment

[Entry
[cdO]
[rootvg]
[/export/eznim]
[yes]
[yes]
[no]
1 Fd=List
F8=Image

Figure 3-8 Easy NIM server configuration

To view the NIM resources created by eznim, select Show the NIM environment

or run the 1snim command on the NIM Master.
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Network Installation Management client

eznim also allows you to manage an NIM client. On a client system, use the
smitty setup_eznim_client fast path (but only if your NIM client system is
already installed). If not, you can install it from the CD by using the following
command:

installp -aXgd /dev/cd0 bos.sysmgt.nim.client

If you have a new machine, it is necessary to configure the boot by network using
the NIM Master. Figure 3-9 shows Easy NIM Client Configuration.

Select the host name of the NIM client, the primary network interface, and the
host name of the NIM master. To determine the hardware platform, type the
following command:

Iscfg | grep Arch

The kernel to use for network boot is “up” (uniprocessor) for a single CPU system
or “mp” (multiprocessor) for an SMP system.

Easy NIM - Client Configuration
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry

Fields]
* Machine Name (]
* Primary Network Install Interface [1
+
* Host Name of Network Install Master [1

Hardware Platform Type chrp

Kernel to use for Network Boot [mp]
+
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-9 Easy NIM client configuration
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3.9.3 Installing Network Installation Management from a command
line

If you prefer to use a command line instead of smitty to set up your NIM master,
the necessary commands are provided here. This gives you greater flexibility in
configuring your NIM master and allocating NIM resources across the system.
Perform the following tasks:

1. Create your file systems and logical volumes for hosting the NIM resources,
as shown in Example 3-3.

Example 3-3 Creating file systems for NIM install

crfs -v jfs -g nimvg -a size=$((2000*500)) -m /export/nim/1pp_source -A
yes -p rw -t no -a frag=4096 -a compress=no

crfs -v jfs -g nimvg -a size=$((2000%*300)) -m /export/spot -A yes -p rw
-t no -a frag=4096 -a compress=no

2. Check whether the NIM server file set is installed on your system:
1spp -1 | grep bos.sysmgt.nim

If it is not found, insert CD1 of the AIX 5L OS installation pack and type the
following:

installp -aXgd /dev/cd0 bos.sysmgt.nim
3. Define the network for NIM:

nimconfig -a netname=domain -a pif _name=en0 -a platform=chrp \
-a cable_typel="N/A’

4. Define Ipp_source and SPOT (Example 3-4). Here, the resource names are
the same as the directories that contain them.

Example 3-4 Defining Ipp_source and SPOT for NIM install

nim -o define -t 1pp_source =a source=/dev/cd0 -a server=master \
-a location="/export/nim/1pp_source/aix530_cd 1pp’> aix530_cd_Tpp
nim -o define -t spot=a source=aix530_cd_lpp -a server=master \
-a location="/export/nim/spot/aix530_cd_spot’ aix530_cd_spot

5. To allow the NIM master to successfully perform a network boot of its clients,
you require two services to run BOOTP and TFT. Put the following
commands into the /etc/inetd.conf file on your NIM master if they do not
already exist:

tftp dgram udp6 SRC nobody /usr/sbin/tftpd tftpd
bootps dgram udp wait root /usr/sbin/bootpd bootpd /etc/bootptab
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6. Make inetd reread by running the following:
refresh -s inetd

7. (Optional) It is a good idea to set up Transmission Control Protocol (TCP)
wrapper to increase security.

8. Set up your NIM client. Check whether the NIM client file set is installed on
your client machine:

1slpp -1 | grep bos.sysmgt.nim.client

If it is not found, insert CD1 of the OS installation pack into your CD-ROM and
type the following:

installp -aXgd /dev/cd0 bos.sysmgt.nim.client

9. The client must have remote shell running in order to allow the NIM
operations to be performed. Add the following to the /etc/inetd.conf file of the
client machine:

shell stream tcpb nowait root /usr/sbin/rshd rsh
10.Make inetd reread by running the following:
refresh -s inetd

11.Now add the NIM master’s root account name into the $HOME/.rhosts file as
follows (a short and fully qualified name is recommended):

masterhostname root
masterhostname.domain.com root

12.You are now ready to define your first client machine. You can perform this
action from the master, as shown in Example 3-5.

Example 3-5 Defining the first client for NIM

nim -o define -t standalone -a platform="chrp’ -a netboot_kernel="up’
-a ifl="find_net hostname MACaddress’ -a net definition="ent netmask
clientgateway servergateway’ clientresourcename
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13.To find the client’'s MAC address, use the following:
1scfg -v1 ent0

In this case, the NIM Master is austin.ibm.com on gateway 9.1.200.1, the
client is dublin.ibm.com with two CPUs and chrp architecture with Ethernet
adapter MAC address 007123456J0, and will be on gateway 9.1.100.1
(Example 3-6).

Example 3-6 Example NIM client definition

nim -o define -t standalone -a platform="chrp’ -a netboot_kernel="mp’
-a ifl="find_net dublin 007123456J0° -a net_definition="ent
255.255.255.0 9.1.100.1 9.1.200.1° dublin

The same task can be performed from the client machine by using the
niminit command:

niminit -a name=’dublin’ -a master=austin -a pif_name=’en0’ -a
cable_typel="N/A’ -a platform="chrp’ -a netboot_kernel="mp’

3.9.4 Installing the Base Operating System on a Network Installation
Management client

In this method, using installation images to install BOS on a NIM client is similar
to the traditional BOS installation from a tape or CD-ROM device, because the
BOS image is installed from the installation images in the Ipp_source resource.
Following are the prerequisites:

» The NIM Master must be configured, and the Ipp_source and SPOT
resources must be defined.

» The NIM client to be installed must already exist in the NIM environment. If
your system does not exist in an NIM environment, it is necessary to
configure the boot by network by using the NIM master.

Perform the following tasks to install the BOS on a NIM client:

Use the smitty nim_bosinst fast path from the NIM master.

Select the TARGET for the operation.

Select rte as the installation TYPE.

Select the SPOT to use for the installation.

Select the LPP_SOURCE to use for the installation.

In the displayed dialog fields, supply the correct values for the installation
options or accept the default values. Use the Help information and the LIST
option to help you.

I < A
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7. If the client machine being installed is not already running a configured NIM
client, NIM will not automatically reboot the machine over the network for
installation. If the client is not rebooted automatically from SMIT, initiate a
network boot from the client to install it.

8. After the machine boots over the network, the display on the client machine
begins prompting for information about how the machine must be configured
during installation. Specify the requested information to continue with the
installation.

A command line can also be used for this procedure. For more information, refer
to the operating system manual for NIM.

BOS installations can be initiated by the server (push installation) or by the client
(pull installation).

3.9.5 Booting a machine over the network

76

When using NIM, one of the most common problems pertains to booting over the
network. If your machine has problems getting a boot record, use the following
checklist to determine the cause of your problem:

» The client’s SMS menu already has IP addresses, netmask, and/or gateways
defined that do not match the current environment. You can test the
connection between the client and the master using the ping function as part
of the SMS menu. For this test, put in entries for IP addresses. However, after
successful testing, it is best to set all the fields to “0” (zero) again. This way,
the values stored on the NIM master are used.

» The adapter speed is a critical parameter. If you have the adapter speed set
to auto on your NIM client and master, you might need to change it. If
possible, set your adapter speed to the desired level on both the machines. In
our case, we used an I/O server, which meant using virtual Ethernet adapters,
and so, auto was the only option available for the client adapter speed.
However, it worked perfectly well, performing a network boot install of AlIX 5L
V5.3.

» Check the microcode level of your machine and your adapters. An old
microcode level is often the cause for network problems between the NIM
master and client. You might not even notice it during normal business on
your AIX 5L machine, but the network boot requires successful initializing of
the network card.

For more information about configuring your client to boot over the network, refer
to 3.9.2, “Network Installation Management setup” on page 69.
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3.10 AIX 5L installation in a partitioned environment

The AIX 5L Installation in a Partitioned Environment guide is found in the IBM
pSeries and AlIX 5L Information Center at:

http://publibl6.boulder.ibm.com/pseries/index.htm

This guide provides system administrators with complete information about how
to perform tasks such as installing, maintaining, and updating AIX 5L in a
partition using CD-ROM, tape, and network installation. It also covers such topics
as system backup, dump management, storage management, and remote
management. This publication is available with the documentation CD that is
shipped with the OS. The above Information Center reference applies to AIX 5L
V5.3 and to all subsequent releases of this product until otherwise stated in the
new editions.

The guide is available also available on the Web at:
http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp

3.10.1 Installing AIX 5L in a partitioned environment

For instructions about how to create a partition and allocate I/O resources to a
partition, refer to Hardware Management Console Installation and Operations
Guide (SA38-0590). To help you keep track of the LPAR environment system
resources, refer to the tracking worksheets in the guide.

3.10.2 Configuring an initial partition as a NIM master

In this procedure, you set up an initial logical partition as a NIM master and
server. This is particularly useful for the latest System p virtualization capabilities,
for example, with a system capable of 256 logical partitions. The procedure
described here refers to this initial logical partition as the Master LPAR. It is
assumed that AIX 5L is already installed and configured for network
communication in the Master_LPAR.

The procedure is as follows:

1. Ensure that your network environment is already defined and working
correctly before configuring the NIM environment.

2. After you verify that the correct level of AIX 5L OS has been installed on the
Master_LPAR as the root user, set up the NIM environment using the
nim_master_setup script. This script automatically installs the
bos.sysmgt.nim.master file set, configures the NIM master, and creates the
required resources for installation, including a mksysb system backup.
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Note: The nim_master_setup script uses the rootvg volume group and
creates an /export/nim file system by default. You can change these
defaults using the volume_group and file_system options. The
nim_master_setup script also allows you to optionally not create a generic
system backup if you plan to use a mksysb image from another system.

3. Use the nim_clients_setup script to define your NIM clients, allocate the
installation resources, and initiate a NIM BOS installation on the clients.

4. Then, using the HMC, activate the client partitions and configure them to boot
off the network.

Prerequisites
Before beginning this procedure, ensure that you have already performed the
following tasks:

» Use the HMC to create the Master_LPAR logical partition and partition profile.
Ensure that the Master_LPAR partition has a network adapter, enough hard
disk space for the NIM resources, and an assigned CD device. Set the boot
mode for the Master_LPAR partition as Normal. After you successfully create
the partition and the partition profile, leave the partition in the Ready state. Do
not activate the partition yet.

» Use the HMC to create logical partitions and partition profiles for each NIM
client. Be sure that each LPAR has a network adapter assigned. Set the boot
mode for each partition as SMS. After you successfully create the partitions
and the partition profiles, leave the partitions in the Ready state. Do not
activate the partitions yet.

» Configure AIX 5L for network communication on the Master_LPAR. If AIX 5L
is not currently installed on any of the disks in the system, refer to the
CD-ROM device to install a partition with an HMC to obtain the details about
the procedure.

To configure an initial partition as a NIM Master, perform the following tasks:

1. Activate the Master_LPAR (perform this step in the HMC interface). After you
successfully create the Master_LPAR, it is in the Ready state. Use the HMC
to activate the Master_LPAR partition. To activate the Master_LPAR, perform
the following tasks:

a. Select the Master_LPAR partition.
b. Right-click the partition to open the menu, and select Activate.
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c. The Activate Partition menu opens with a selection of partition profiles.
Check whether the correct partition profile is highlighted. Select Open
terminal at the bottom of the menu to open a virtual terminal (vierm)
window, and click OK.

d. A vterm window opens for the partition. After several seconds, the login
prompt displays in the vterm window.

2. Configure NIM master and Initiate Installation of Partitions (perform these
steps in the AIX 5L environment)

a. Run the oslevel command as follows:
# oslevel -r
The output is similar to:
5300-04

The oslevel command reports the maintenance level of the OS, using a
subset of all the file sets installed on your system.

b. Verify the network configuration by running the following command:
# smitty mktcpip
i. Select the Network Interface and press Enter.

ii. Confirm or enter your host name, IP address, name server, domain
name, default gateway, and the ring speed or cable type. Press Enter.

iii. You can also test the network status by using the following netstat
command options:

# netstat -C
The -C flag shows the routing table information.

iv. Check to make sure your gateway information is correct:
# netstat -D

The -D flag shows the number of packets received, transmitted, and
dropped in the communications subsystem.

v. Check to make sure the network device is sending and receiving
packet information.

c. Insert the AIX 5L for POWER V5.3 Volume 1 in the CD device. Run the
nim_master_setup command:

# nim_master_setup

This command configures the NIM environment on the AIX 5L system by
installing the bos.sysmgt.nim.master file set, configuring the NIM
environment, and creating the boot, nim_script, resolv_conf, bosinst_data,
LPP_Source, and SPOT resources. If you plan to use a mksysb image
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from another system, the -B flag is used to prevent the creation of the
mksysb resource. The nim_master_setup script uses the /dev/cd0 device
as the default device. You can specify an alternate location using the -a
device=full_path_name option.

The nim_master_setup script uses the rootvg volume group and creates
an /export/nim file system by default. You can change these defaults by
using the volume_group and the file_system options.

Note: The output from the nim_master_setup script is stored in the
/var/adm/ras/nim.setup log file.

d. If you are adding new client machines that cannot be resolved on the
name server, edit the /etc/hosts file to add the IP addresses and the client
host names.

e. There are two ways to define the client systems and initiate the BOS
installation.

The first method uses the SMIT interface to define the clients, and then
uses the nim_clients_setup script to initiate the installation.

The second method allows you to manually edit the client.defs file, use the
nim_clients_setup script to define the clients with this file, and then initiate
the installation. This section describes both the methods:

Use SMIT and the nim_clients_setup script, as follows:

i. Runthe smitty nim_mkclient fast path (Figure 3-10) and the
nim_clients_setup script to define the client partitions in the NIM
environment.

# smitty nim_mkclient
ii. Select Add a NIM Client.
iii. Enter a host name and press Enter.
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iv. If the menu prompts you for the Type of Network Attached to Primary
Network Install Interface, select the network adapter from the list and

press Enter.

Define & Machine
Type or select a wvalue for the entry field.

Press Enter AFTER making all desired changes.

o=t MNawme of Machine
[Primary MNetwork Install Interface)

Fil=Help Fz=Refresh Fi=Cancel
FS=Reset Fé=Comnand F7=Edit
F9=5hell FlO0=Exit Enter=Do

[Entry Fields]
[l

F4=List
FE=Tmage

Figure 3-10 smitty nim_mkclient
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v. In the Define a Machine screen (Figure 3-11), provide the necessary
information by typing them into the entry fields or by using the F4 key to
open a selection menu. Verify that all the information is correct,
especially the Hardware Platform Type (chrp), Kernel to Use for
Network Boot (mp), and Network Type. Press Enter when you are

finished.
Define a Machine
Type or select wvalues in entry fields.
Fress Enter AFTER making all desired changes.
[ TOFR] [Entry Fields]
LN T Machine Namwe| [Aparil]
* Machine Type [standalone] +
* Hardware Platform Type [ehrn] +
Kernel to use for HNetwork Boot [top] +
Commrunication Protocol used by client [1 +
Primary MNetwork Install Interface
* Cable Type bne +
Network Speed Setting [1 +
Network Duplex Setting [1 +
* NIM Metwork [ent-Hetworkl]
* Network Type ent
* Ethernet Type Standard +
* Subnetmask [1
[MORE. ..9]
Fl=Heln Fi=Refresh Fi=Cancel F4=List
Fo=Reset Fe=Cornand F7=Edit FS=Image
Fo=3hell FlO=Exit Entcer=Do

Figure 3-11 Using smitty nim_mkclient to define a machine

vi. Repeat for each client partition. Use the F3 key to return to the
previous menu, and change the information for each client.

Run the nim_clients_setup script as follows:
# nim_clients_setup

The nim_clients_setup command creates a NIM machine group with
the clients you just defined using the SMIT interface and then allocates
the LPP_Source, SPOT, mksysb, bosinst.data, and resolv.conf
resources, and finally, initiates a NIM mksysb installation. The NIM
mksysb installation uses the generic_sysb resource that was created
with the nim_master_setup script. If you want to use another mksysb
image, use the -m mksysb_path option, and the script defines and uses
it to install the partitions. The path must be local to the master.

Use a text editor to manually edit the client.defs file and use the
nim_clients_setup script:
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Use the vi editor to customize the /export/nim/client.defs file as follows:
# vi /export/nim/client.defs

Edit the client.defs file according to your environment. For more
information, see the instructions and examples in the client.defs file.
After you edit the client.defs file, save it and exit the vi editor.

Run the nim_clients_setup script to define the client partitions in the
NIM environment as follows:

# nim_clients_setup -c

The -c option specifies using the client.defs file for your client
definitions. The nim_clients_setup command creates a NIM machine
group with all the resources created from the nim_master_setup script
and initiates a NIM mksysb installation. If you want to use another
mksysb image, use the -m mksysb_path option, and the script defines
and uses it to install the partitions. The path must be local to the
master.

3. Activate and install the partitions (perform these steps in the HMC interface).
To activate the partitions, perform the following tasks:

a.
b.

Select the partition or partition profile that you want to activate.

Right-click the partition or partition profile to open the menu. Select
Activate.

The Activate Partition menu opens with a selection of partition profiles.
Select a partition profile that is set to boot to the SMS menu. Select Open
terminal at the bottom of the menu to open a virtual terminal (vterm)
window, and click OK.

A vterm window opens for each partition. After several seconds, the SMS
menu opens in the vterm window. In the SMS menu on the vterm window
(Figure 3-12), perform the following tasks:

i. Press 5 to select 5 Bootoptions.

ii. Press 1to select Install/B.oot Device..Press Esc to get to the Select
Boot Device Order.
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ii. Select the network adapter as the first choice for boot device from the
list of available boot devices.

iv. Press Esc to set the remote initial program load setup.

[Version SF220_051
SME 1.5 (c) Copyright IEM Corp. 2000,2003 A1l rights reserwved.
Select Device Type
1. Diskette
Tape
CL/DVD
ILE
Hard Driwve
Network
List all Devices

E I = T Y SR T o

MNarvigation keys:
M = return to Main Menu
ESC key = return to previous sScreen X = eXit System Management 3Services

Type the number of the wenu item and press Enter or select Navigation Eey:

Figure 3-12 SMS menu: Selecting the install/boot device

e. In the Set Remote Initial Program Load Setup screen (Figure 3-13):

i. Press 1 for IP parameters. Type the appropriate information for the
Client IP address, Server IP address, Gateway IP address, and Subnet
Mask.
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ii. Press 2 to set the adapter configuration. (If you are using a virtual
Ethernet adapter, auto is the default setting.)

Wersion 3F2Z0_051
3M3 1.5 (c) Copyright IEM Corp. 2000,2003 All rights reserved.
MNetwork Parameters
Interpartition Logical LAN: U9113.550,104790E-V7-C2-T1
1. IF Parsmeters
2. Adapter Configuration
3. Ping Test

Nasvigation keys:
M = return to Main Menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or select Navigation Eey:

Figure 3-13 SMS menu: Setting the IP parameters for remote IPL

4. After all the configurations are performed, check if they are correct by
performing the ping test. If the ping is successful, proceed with the network
boot.

3.10.3 Installing AIX 5L using a CD-ROM device

This section describes the procedure involved in installing the AIX 5L OS. For
more information about the concepts and the considerations involved when
performing a base OS installation of AIX 5L, or concepts and requirements
involved when using the NIM to install and maintain AIX 5L, refer to the AIX 5L
Installation Guide and Reference.

Note: For the installation method that you choose, ensure that you follow the
sequence of steps described here. Within each procedure, use AlX 5L to
complete some installation tasks, and the HMC interface for the other steps.

Under this procedure, perform a New and Complete BOS Installation on a logical
partition using the partition’s CD-ROM device. This procedure assumes that
there is an HMC attached to the managed system.
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Prerequisites

Before you begin this procedure, you must use the HMC to create a partition and
partition profile for the client. Assign the SCSI bus controller attached to the
CD-ROM device, a network adapter, and enough disk space for the AIX 5L OS to
the partition. Set the boot mode for this partition as SMS. After you have
successfully created the partition and the partition profile, leave the partition in
Ready state.

For instructions about how to create a logical partition and partition profile, refer
to the “Creating logical partitions and partition profiles” topic in the IBM eServer
Hardware Information Center, which is available on the Web at:

http://www-1.ibm.com/support/docview.wss?uid=publsk3t815905

Activating and installing the partition
The following tasks must be performed in the HMC interface:

1. Activate the partition as follows:
a. Insert the AIX 5L Volume 1 CD into the CD device of the managed system.
b. Right-click the partition to open the menu and select Activate.

c. The Activate Partition menu opens with a selection of partition profiles.
Ensure that the correct profile is highlighted. Select Open a terminal
window or console session at the bottom of the menu to open a virtual
terminal (vterm) window.

d. Select Advanced to open the Advanced options menu.

e. For the Boot mode, select SMS.

f. Click OK to close the Advanced options menu.

g. Click OK again. A vterm window opens for the partition.
2. Inthe SMS menu on the vterm, perform the following tasks:

a. Press 5 and press Enter to select 5 (Boot Options).

b. Press 1 and press Enter to select 1 (Install/Boot devices).

c. Select CD/DVD as the first boot device and Hard drive as the second
boot device.

d. If you have more than one hard disk in your partition, determine which
hard disk you will use to perform the AIX 5L installation. Select the media
type that corresponds to that hard disk and press Enter.

e. Select the device number that corresponds to the hard disk and press
Enter.

f. Press the X key to exit the SMS menu. Confirm that you want to exit SMS.
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3. Boot from the AIX 5L Volume 1 as follows:

a. Select Console and press Enter.

b. Select the language for the BOS Installation menu, and press Enter to
open the Welcome to Base Operating System Installation and
Maintenance menu.

c. Type 2 to select Change/Show Installation Settings and Install in the
Choice field and press Enter.

4. Verify or change the BOS installation settings as follows:

a. Type 1 in the Choice field to select the System Settings option.

b. Type 1 for a New and Complete Overwrite in the Choice field and press
Enter.

Note: The installation methods available depend on whether your disk
has an earlier version of AlX 5L installed.

c. When the Change Disks screen displays, change the destination disk for
the installation. If the default that is shown is correct, type 0 in the Choice
field and press Enter. To change the destination disk, perform the
following tasks:

Type the number for each disk you choose in the Choice field and
press Enter. Do not press Enter a final time until you have finished
selecting all the disks. If you must deselect a disk, type its number a
second time and press Enter.

After you have finished selecting the disks, type 0 in the Choice field
and press Enter. The Installation and Settings screen displays, with the
selected disks listed under System Settings.

d. If required, change the primary language environment. Perform the
following tasks to change the primary language used by this installation
and to select the language and cultural convention you want to use:

Type 2 in the Choice field on the Installation and Settings screen to
select the Primary Language Environment® Settings option.

ii. Select the appropriate set of cultural convention, language, and

keyboard options. Most of the options are a predefined combination.
However, you can define your own combination of options.

Note: Changes to the primary language environment do not take effect
until after the BOS installation is complete and your system is rebooted.
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e.

After you have made all your selections, verify that the selections are
correct. Press Enter to confirm your selections and to begin the BOS
installation. The system automatically reboots after the installation is
complete.

5. Switch the partition to Normal mode by performing the following tasks:

a.

-~ 0o a0 T

2 @

-

Right-click the partition profile to open the menu. Check whether the
correct partition profile is highlighted.

Select Properties.

Select the Settings tab.

For the Boot mode, select Normal.

Select OK to close the Properties menu.

Right-click the partition to open the menu.

Select Restart Partition.

Select Inmediate for the Restart Options.

When the partition has restarted, right-click the partition to open the menu.
Select Open terminal window to open a vterm window.

6. Complete the BOS installation by performing the following tasks:

a.

® 2 0o o

Type vt100 as the terminal type.

In the License Agreement menu, select Accept License Agreements.
Click Yes to accept the installed license agreements.

Press F10 (or Esc+0) to exit the License Agreement menu.

In the Installation Assistant main menu, select Set Date and Time. Set the
correct date, time, and time zone. Press F3 (or Esc+3) to return to the
Installation Assistant main menu.

Select Set root Password, and set a root password for the partition.
Select Configure Network Communications. Select TCP/IP Startup.
Select an option from the Available Network Interfaces and press Enter.

Enter the appropriate network information in the Minimum Configuration
and Startup menu and press Enter. Use F3 (or Esc+3) to return to the
Installation Assistant main menu.

. Exit the Installation Assistant by pressing F10 (or Esc+0).

The vterm window displays a login prompt.
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3.11 Installing AIX 5L on IBM BladeCenter

A useful and quick setup guide for the IBM BladeCenter JS20 is available on the
DeveloperWorks Web site at:

http://www-128.1ibm.com/developerworks/Tinux/1ibrary/1-pow-js20quickstart

For more detailed information about AIX 5L V5.3 installation and setup with

virtual I/0O Server on IBM BladeCenter JS21, refer to IBM BladeCenter JS21: The
POWER of Blade Innovation, SG24-7273.
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Disks and file systems

This chapter discusses the following topics:

4.1, “Disk administration” on page 92

4.4, “Storage area network administration” on page 94

4.5, “Logical Volume Manager administration on AIX 5" on page 96
4.9, “File system types and management” on page 109

4.10, “Migration from physical disks partition to AIX 5L” on page 127
4.11, “Migration from Solaris Volume Manager to AIX 5L on page 128
4.12, “Migration from Veritas Volume Manager” on page 130
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4.1 Disk administration

In Solaris, slices and partitions are used interchangeably to mean the same
thing. In AIX 5L, the concepts are totally different because the disks are under a
Logical Volume Manager (LVM), which is responsible for reserving the
necessary disk areas. For more information about LVM on AIX 5L, refer to 4.5,
“Logical Volume Manager administration on AlX 5L on page 96.

4.2 Disk recognition

In Solaris 9, disk recognition depends on hardware, drivers, and the available
infrastructure. In general, the disks that are managed by Sun drivers, which are
called QLC drivers, can be managed online without file modifications or reboots.
In this case, the commands used to perform this task are cfgadm and devfsadm.

For other vendor-acquired drivers, it is common to change some files on the
/kernel/drv directory, such as the sd.conf file and the vendor file, and reboot the
system with the reconfigure option after the modification.

On AIX 5L, disk recognition is always online without reboots. The command for a
new device recognition is cfgmgr. The cfgmgr command configures the devices
and optionally installs device software into the system. It is a good practice to use
option -v for verbose during any cfgmgr execution.

Table 4-1 shows a comparison of disk management in Solaris and AIX 5L.

Table 4-1 Disk management

Task Solaris AIX 5L

Disk identification echo | format Isdev -Cc disk
Vendor information format / inquire Iscfg -vl

Disk analysis format / analyse diag
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Example 4-1 shows a disk recognition in the AIX 5L environment after the cfgmgr
command is run.

Example 4-1 Disk recognition after using the cfgmgr command

# Tsdev -Cc disk

hdisk0 Available Virtual SCSI Disk Drive
# cfgmgr

# Tsdev -Cc disk

hdisk0 Available Virtual SCSI Disk Drive
hdiskl Available Virtual SCSI Disk Drive

Example 4-2 shows the Isdev output on the same system.

Example 4-2 Isdev output

#1sdev -Cc disk

hdisk0 Available 3b-08-00-8,0 16 Bit LVD SCSI Disk Drive
hdiskl Available 3b-08-00-10,0 16 Bit LVD SCSI Disk Drive
#

4.3 Multipath I/O

Some of the differences between the multipath 1/0 options are described here.

Solaris

In Solaris 9, it is common to use the disk multipath solution under Veritas
Dynamic Multi-Pathing (DMP) or the Solaris Traffic Manager to provide failover
services, without load balance. For total solutions on disk multipath, it is common
to use third-party tools such as EMC PowerPath.

Thus, the multipath solution is related to hardware infrastructure and the
software acquired from vendors.

AIX 5L

There is a complete solution in the AIX 5L OS called Multipath 1/0 (MPIO), which
has been available since AIX 5L V5.2. MPIO is an enhancement to the base OS
environment that provides support for multipath fibre channel storage
subsystems and AlIX 5L servers configured with multiple fibre channel host bus
adapter (HBA) on a storage area network (SAN). MPIO automatically discovers,
configures, and makes available every storage device path. The storage device
paths are managed by MPIO to provide high availability and load balancing of
storage 1/0.
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For more information, refer to the MPIO sections of the System p and AIX 5L

Information Center, which is available on the Web at:

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp?

4.4 Storage area network administration

On operating systems in general, the function that is performed before SAN
management is setting up a SAN device called HBA for devices recognition.

Usually the devices on SAN are disks or tapes.

On Solaris servers, there are many third-party adapters with different kinds of

products for configuration.

On AIX 5L, the administration is centralized on HBA settings.

Use the smit fast path, smit fcsdd, for menu administration, as shown in

Figure 4-1.

£49.3.5.174 - PuTTY

FC Adapter

Mowe cursor to desired item and press Enter.

List All FC Adapters|

Change / 3how Characteristics of a FC Adapter
Generate Error Report

Trace a FC Adapter

Fl=Help Fz=Refresh Fi=Cancel
FoO=Shell F10=Exit Enter=Do

Fi5=TImae

=10l

1«1

Figure 4-1 SAN management with smit
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Alternately, you can use the commands shown in Table 4-2.

Table 4-2 AIX 5L SAN management using command line

Interface (SCSI) protocol adapters

Command Task

1sparent -C -k iocb;1sparent -C -k List fibre channel adapters

qgioch

1sparent -C -k fcp List fibre channel Small Computer System

chdev Change adapter characteristics

1sattr -E1 adapter name List adapter attributes

4.4.1 SAN command-line examples on AIX 5L

This section provides SAN command-line examples on AIX 5L.
Example 4-3 shows the command for listing fibre channel (FC) adapters.

Example 4-3 Listing FC adapters

mail_1:/#1sparent -C -k iocb;Tsparent -C -k gioch
fcsO Available 2V-08 FC Adapter
fcs3 Available 2Y-08 FC Adapter
fcsl Available 2k-08 FC Adapter
fcs2 Available 31-08 FC Adapter

Example 4-4 shows the command for listing FC SCSI protocol adapters.

Example 4-4 Listing FC SCSI protocol adapters

mail_1:/#1sparent -C -k fcp

fscsi0 Available 2V-08-01 FC SCSI I/0 Controller Protocol Device
fscsi3 Available 2Y-08-01 FC SCSI I/0 Controller Protocol Device
fscsil Available 2k-08-01 FC SCSI I/0 Controller Protocol Device
fscsi2 Available 31-08-01 FC SCSI I/0 Controller Protocol Device

Example 4-5 shows the commands for listing adapter attributes.

Example 4-5 Listing adapter attributes

mail_1l:/#1sattr -E1 fcsO
bus intr_1vl 35 Bus interrupt level
False
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bus_io_addr 0x1000 Bus I/0 address

False

bus_mem_addr 0xe0040000 Bus memory address
False

init_link al INIT Link flags

True

intr_priority 3 Interrupt priority
False

1g_term_dma 0x800000 Long term DMA

True

max_xfer_size 0x100000 Maximum Transfer Size
True

num_cmd_elems 200 Maximum number of COMMANDS to queue to the
adapter True

pref_alpa 0x1 Preferred AL_PA

True

sw_fc_class 2 FC Class for Fabric
True

4.5 Logical Volume Manager administration on AIX 5L

This section provides a summary of Logical Volume Manager (LVM) on AIX 5L
V5.3. This information is an important reference for the future chapters relating to
migration scenarios.

The fundamental concepts used by LVM are physical volumes, volume groups,
physical partitions, logical volumes, logical partitions, file systems, and raw
devices. It is necessary to understand more components for a thorough
knowledge about how LVM works on AIX 5L.
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Figure 4-2 shows a summary of the basic LVM units on AIX 5L. The sections that
follow provide a detailed explanation about the components.
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» asingle volume group (roolvg).
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Physical Volume
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Partitions / Logical Volume
hdisk2

Physical Volume

Figure 4-2 Relationship between the logical storage components

4.5.1 Logical Volume Manager configuration data

The data that describes the components of the LVM is not kept in one place. It is
important to understand that this descriptive data about volume groups, logical
volumes, and physical volumes is kept in several places.

Object Data Manager database

The Object Data Manager (ODM) database is the place where most of the AlX
5L system configuration data is kept. The ODM database contains information
about all the configured physical volumes, volume groups, and logical volumes.
This information mirrors the information found in the Volume Group Descriptor
Area (VGDA). The process of importing a VGDA, for example, involves the
automatic copying of VGDA data for the imported volume group into the ODM.
When a volume group is exported, the data held in the ODM about that volume
group is removed from the ODM database. The ODM data also mirrors the
information held in the Logical Volume Control Block (LVCB).

Volume Group Descriptor Area

The VGDA, located at the beginning of each physical volume, contains
information that describes all the logical volumes and all the physical volumes
that belong to the volume group of which that physical volume is a member. The
VGDA is updated by almost all the LVM commands. The VGDA makes each
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volume group self-describing. An AIX 5L system can read the VGDA on a disk,
and from that, can determine what physical volumes and logical volumes are a
part of that volume group.

Each disk contains at least one VGDA. This is important at vary on time. The
time stamps in the VGDASs are used to determine which VGDAs correctly reflect
the state of the volume group. VGDAs can get out of sync when, for example, a
volume group of four disks has one disk failure. The VGDA on that disk cannot
be updated when it is not operational. Therefore, a method to update this VGDA
when the disk comes online is required, and this is what the vary on process
does.

The VGDA is allocated when the disk is assigned as a physical volume (with the
command mkdev). This reserves a space for the VGDA at the start of the disk.
The actual volume group information is placed in the VGDA when the physical
volume is assigned to a volume group (using the mkvg command or the extendvg
command).

When a physical volume is removed from the volume group (using the reducevg
command), the volume group information is removed from the VGDA.

Volume Group Status Area

The Volume Group Status Area (VGSA) contains state information about
physical partitions and physical volumes, for example, the VGSA knows if one
physical volume in a volume group is unavailable. Both the VGDA and the VGSA
have beginning and ending time stamps that are important. These time stamps
enable the LVM to identify the most recent copy of the VGDA and the VGSA at
vary on time. The LVM requires that the time stamps for the chosen VGDA be
the same as those for the chosen VGSA.

VGSA is used for monitoring and maintained data copies synchronization.

The VGSA is essentially a bitmap, and its architecture and location on the disk
depends on the type of the volume group.

Logical Volume Control Block

The LVCB contains important information about the logical volume, such as the
number of the logical partitions or the disk allocation policy. Its architecture and
location on the disk depends on the type of the volume group it belongs to. For
standard volume groups, the LVCB resides on the first block of user data within
the LV. For big volume groups, there is additional LVCB information in VGDA on
the disk. For scalable volume groups, all the relevant logical volume control
information is kept in the VGDA as part of the LVCB information area and the LV
entry area.
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Example 4-6 shows the use of the get1vcb command to display the information
held in the LVCB of logical volume hd2.

Example 4-6 getlveb from Logical Volume Control Block

# getlvcb -TA hd2
AIX LVCB
intrapolicy
copies =1
interpolicy = m

n
O

Tvid = 00c4790e00004c0000000005491642¢0.5

lTvname = hd2

label = /usr

machine id = 4790E4C00
number 1ps = 33
relocatable = y

strict = y

stripe width = 0

stripe size in exponent

type = jfs2
upperbound = 32
fs =

time created

=0

Sun Sep 20 17:50:40 1970

time modified = Sun Sep 20 18:41:17 1970

Disk quorum

Each physical disk in a volume group has at least one VGDA or VGSA. The
number of VGDASs contained in a single disk varies according to the number of
disks in the volume group, as shown in Table 4-3.

Table 4-3 VGDA allocation

Condition

VGDA allocation

Single physical volume (PV) in a
volume group

Two VGDAs on one disk

Two PVs in a volume group

Two VGDAs on the first disk, one VGDA on
the second disk

Three or more PVs in a volume group

One VGDA on each disk
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A quorum is a state in which 51 per cent or more of the physical volumes in a
volume group are accessible. A quorum is a vote of the number of VGDAs and
VGSAs that are active. A quorum ensures data integrity in the event of a disk
failure.

When a volume group is created on a single disk, it initially has two VGDA/VGSA
combinations residing on the disk. If a volume group consists of two disks, one
disk still has two VGDA/VGSA combinations, but the other disk has one
VGDA/VGSA combination. When the volume group is made up of three or more
disks, each disk is allocated just one VGDA/VGSA combination.

Figure 4-3 shows that the quorum is lost when enough disks and their
VGDA/VGSA combinations are unreachable, so that a 51 per cent majority of
VGDA/VGSA area no longer exists.

=

Volume Group with 2 PVs | py{ PV2

Loss of PV1: 33% of VGDAs available
Loss of PV2; 66% of VGDAs available

Volume Group with 3 PVs

¥ | 'S o Loss of any PV: 66% of VGDAs available

I /DA

Figure 4-3 Disk quorum

When a quorum is lost, the volume group varies itself off so that the disks are no
longer accessible by the LVM. This prevents further disk I/O to that volume group
so that data is not lost or assumed to be written when physical problems occur.
Additionally, as a result of the vary off, the user is notified in the error log that a
hardware error has occurred and service must be performed.
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This has implications when you want to use disk mirroring to ensure high
availability. In a two disk mirrored system, if the first disk fails, you have lost 66
per cent of your VGDAs, and the entire volume group becomes unavailable. This
defeats the purpose of mirroring. For this reason, three or more (generally an
odd number) disk units provide a higher degree of availability and are highly
recommended where mirroring is desired.

Note: The ability to turn off disk quorum protection on any volume group
exists. Turning off quorum protection allows a volume group to remain online
even when a quorum or majority of its VGDAs are not online. This allows the
volume group to remain online in the situation described earlier. This
capability provides for a less expensive mirroring solution, but does carry the
risk of data loss because, after a disk failure, data is accessible, but is no
longer mirrored.

4.6 Physical volumes

Following are some of the characteristics of physical volumes:

» Each individual disk drive is a named PV, and has a name such as hdiskO or
hdisk1.

» One or more PVs can make up a volume group (VG). A PV can belong to a
maximum of one VG.

» You cannot assign a fraction of a PV to one VG. A PV is assigned entirely to a
VG.

» PVs can be assigned to the same VG even though they are of different types,
such as SCSI or Serial Storage Architecture (SSA).

» Storage space from PVs is divided into physical partitions (PPs).

» The size of the physical partitions is identical on all the disks belonging to the
same VG.

Table 4-4 shows the PV commands.

Table 4-4 PV commands

Command Smit fast path Description

1spv smit Ispv Lists information about a
physical volume

chpv smit chpv Changes the characteris-
tics of a physical volume
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Example 4-7 shows how to list all the PVs on AIX 5L.

Example 4-7 Physical volume information using Ispv

# lspv
hdisk0 00c4790ea0ad55f0 rootvg
active
hdiskl 00c4790ecc77fd19 rootvg
active

Example 4-8 shows how to list details about a physical volume.

Example 4-8 Detailed physical volume information using Ispv

# 1spv hdisk0

PHYSICAL VOLUME: hdisk0 VOLUME GROUP:

PV IDENTIFIER: 00c4790ea0a455f0 VG IDENTIFIER
00c4790e00004c0000000005491642c0

PV STATE: active

STALE PARTITIONS: 0 ALLOCATABLE:

PP SIZE: 32 megabyte(s) LOGICAL VOLUMES:
TOTAL PPs: 639 (20448 megabytes) VG DESCRIPTORS:
FREE PPs: 572 (18304 megabytes) HOT SPARE:

USED PPs: 67 (2144 megabytes) MAX REQUEST:
kilobytes

FREE DISTRIBUTION: 127..128..61..128..128
USED DISTRIBUTION: 01..00..66..00..00

rootvg

yes
10

no
128

4.7 Volume groups
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The LVM layer for AIX 5L V5.3 provides an increased level of flexibility in disk

management. However, there are limitations, as shown in Table 4-5.
Note: Within each VG, one or more LVs can be defined.

Table 4-5 LVM limitations

VG type Maximum | Maximum | Maximum Maximum PP
PVs LVs PPs per LV size

Normal VG 32 256 32512 1Gb

Big VG 128 512 130048 1Gb

Scalable VG 1024 4096 2097152 128Gb
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Table 4-6 shows a summary of commands used in VG management.

Table 4-6 VG commands

Command Smit fast path (menu Task
management)

1svg smit 1svg Displays information about VGs

mkvg smit mkvg Creates a VG

chvg smit chvg Sets the characteristics of a VG

extendvg smit extendvg Adds a new disk on a VG

reducevg smit reducevg Removes a disk from a VG

varyonvg smit varyonvg Activates a VG

varyoffvg smit varyoffvg Deactivates a VG

exportvg smit exportvg Exports the definition of a VG from a set of
PVs

importvg smit importvg Imports a new VG definition from a set of
PVs

The examples provided here pertain to volume group management. Check the

man pages for more information about the command options.
Example 4-9 shows the command for listing all the VGs.

Example 4-9 Listing all the VGs

# 1svg
rootvg
altinst_rootvg

Example 4-10 shows the command for listing a VG’s features.

Example 4-10 Listing a VG’s features

# Tsvg rootvg
VOLUME GROUP: rootvg
00c4790e00004c0000000005491642¢0

VG IDENTIFIER:

VG STATE: active PP SIZE: 32
megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 1278

(40896 megabytes)
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MAX LVs: 256 FREE PPs: 1202
(38464 megabytes)

LVs: 13 USED PPs: 76 (2432
megabytes)

OPEN LVs: 10 QUORUM: 2

TOTAL PVs: 2 VG DESCRIPTORS: 3

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 2 AUTO ON: yes

MAX PPs per VG: 32512

MAX PPs per PV: 1016 MAX PVs: 32

LTG size (Dynamic): 128 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY:

relocatable

The command for creating a VG is as follows:

# mkvg -y new_vg hdiskl

new_vg

The command for changing a VG for BIG VG is as follows:

/usr/shin/chvg -a y -Q y -B itso

The command for extending a VG is as follows:

# extendvg -f new_vg hdisk2

0516-1254 extendvg: Changing the PVID in the ODM.
The command for reducing a VG is as follows:

# reducevg -f new_vg hdisk2

#

When you remove the last disk that is part of a VG, the VG is automatically
removed from AIX 5L. The command for removing the disks and the LVs at the
same time, is as follows:

# reducevg -df new _vg hdiskl
ldeletepv: Volume Group deleted since it contains no physical volumes.

Example 4-11 is about exporting and importing a VG. Note that on import and
export tasks, it is necessary to activate and deactivate the VG.

Example 4-11 Exporting and importing a VG

# Tsvg
rootvg
itsovg
# varyoffvg itsovg
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# exportvg itsovg
# Tsvg
rootvg

# importvg -y itsovg -f hdiskl
itsovg

# varyonvg itsovg

# Tsvg

rootvg

itsovg

4.8 Logical volumes

LVs consist of one or more logical partitions (LPs). Each LP has at least one
corresponding physical partition. An LP and a physical partition are always the
same size. You can have up to three copies of the data located on different
physical partitions. Usually, physical partitions storing identical data are located
on different physical disks for redundancy purposes.

Data from an LV can be stored in an organized manner, having the form of files
located in the directories. This structured and hierarchical form of organization is
called a file system.

Data from an LV can also be seen as a sequential string of bytes. These types of
LVs are called raw logical volumes. It is the responsibility of the application that
uses this data to access and interpret it correctly.

Physical volumes and VGs are normally not addressed directly by users and
applications to access data, and they cannot be manipulated to provide disk
space for use by users and applications. However, LVs provide the mechanism
to make disk space available for use, giving users and applications the ability to
access the data stored on them.

Table 4-7 shows a summary of commands used in VG management.

Table 4-7 LV commands

Command Smit fast path Description

1slv smit 1slv Lists information about an LV

mklv smit mklv Creates an LV

chlv smit chlv Changes the characteristics of an LV
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Command

Smit fast path

Description

rmlv

smit rmlv

Deletes an LV

extendlv

smit extendlv

Extends an LV

The command for creating a new jfs2 LV is:

## mklv -t jfs2 itsovg 1G
fs1v00

Example 4-12 shows the command for checking the LV.

Example 4-12 Checking the LV

## 1slv fs1v00

LOGICAL VOLUME: fs1v00 VOLUME GROUP: itsovg
LV IDENTIFIER: 00c4790e00004c000000010acd6f6546.1 PERMISSION:
read/write

VG STATE: active/complete LV STATE: closed/syncd
TYPE: jfs2 WRITE VERIFY: off

MAX LPs: 512 PP SIZE: 32
megabyte(s)

COPIES: 1 SCHED POLICY: parallel
LPs: 32 PPs: 32

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: minimum RELOCATABLE: yes
INTRA-POLICY: middle UPPER BOUND: 32

MOUNT POINT: N/A LABEL: None

MIRROR WRITE CONSISTENCY: on/ACTIVE
EACH LP COPY ON A SEPARATE PV ?: yes
Serialize I0 ?: NO

Following is the command for increasing an LV size:

# Jusr/sbin/extendlv fs1v00 10M
#

Example 4-13 shows the command for removing an LV.

Example 4-13 Removing an LV

# rmlv fs1v00

Warning, all data contained on logical volume fslv00 will be destroyed.
rmlv: Do you wish to continue? y(es) n(0)? y

rmlv: Logical volume fslv00 is removed.
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4.8.1 File system

File systems represent a convenient way of storing and accessing data from an
LV. A file system comprises files, directories, and other data structures. File
systems maintain information and identify the location of a file or a directory's
data.

Details about file system types and management examples on AIX 5L are
available in “File system journaling on AIX 5L” on page 123.

4.8.2 Disk mirroring

Disk mirroring is the association of two or three physical partitions with each LP
in an LV. When the data is written on the LV, it is also written to all the physical
partitions that are associated with the LP. Thus, mirroring data increases the
availability of data.

AIX 5L and Logical Volume Manager provide a disk mirroring facility at an LV
level. If mirroring is established, this can be performed when an LV is created.

The mk1v command allows you to select one or two additional copies for each LV.
Mirroring can also be added to an existing LV using the mk1vcopy command.
The following mirroring factors further improve data availability:
» The number of copies of the data

It is more reliable to keep three copies of the data rather than two copies.
» Location of the copies

Allocating the copies of a logical partition on different physical volumes is
more reliable than allocating the copies on the same physical volume. This is
because one of the most common error modes for disk subsystems is the
loss of an individual physical disk. Copies can also be located across different
disk adapters to further enhance isolation from failures.

The mirrorvg command mirrors all the LVs on a given volume group. The same
function can also be accomplished manually if you run the mk1vcopy command
for each individual LV in a volume group. As with mk1vcopy, the target physical
drives to be mirrored with data must already be members of the volume group.

Table 4-8 shows the mirroring commands.

Table 4-8 Mirroring commands

Command Smit fast path Task

mk1vcopy smit mklvcopy Provides copies of data within an LV
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Command Smit fast path Task

rmlvcopy smit rmlvcopy Removes copies from an LV

mirrorvg smit mirrorvg Mirrors all the LVs that exist on a given volume
group

unmirrorvg smit unmirrorvg [ Removes the mirrors that exist on volume

groups or specified disks

syncvg smit syncvg Synchronizes LV copies that are not current

Example 4-14 shows the command for mirroring rootvg on hdisk1.

Example 4-14 Mirroring rootvg on hdisk1

# lspv

hdisk0 00c4790ea0a455f0 rootvg

active

hdiskl 00c4790ecc77fd19 None

hdisk2 00c4790ecd611578 altinst rootvg
hdisk3 00c4790ecd54055d itso

active

#

# extendvg -f rootvg hdiskl

# lspv

hdisk0 00c4790ea0a455f0 rootvg

active

hdiskl 00c4790ecc77fd19 rootvg

active

hdisk2 00c4790ecd611578 altinst rootvg
hdisk3 00c4790ecd54055d itso

active

#

# /usr/sbin/mirrorvg rootvg hdisk0 hdiskl
0516-1124 mirrorvg: Quorum requirement turned off, reboot system for
this
to take effect for rootvg.
0516-1126 mirrorvg: rootvg successfully mirrored, user should perform
bosboot of system to initialize boot records. Then, user must
modify
bootTist to include: hdisk0 hdiskl.
# bosboot -ad /dev/hdiskl

bosboot: Boot image is 25166 512 byte blocks.
bootlist -m normal hdisk0 hdiskl
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4.9 File system types and management

This section discusses different methods to manage a disk-based file system on
Solaris and AIX 5L.
4.9.1 Basic administration and concepts

The basic administration is similar in Solaris and AIX 5L. The main commands
and differences are shown in Table 4-9.

Table 4-9 File system management

File system management Solaris AIX 5L

Create a file system on disk newfs or mkfs mkfs or crfs
Check the file system space used df -k df -k

Check the file system i-nodes used df -o i df -k

Check the file system for consistency fsck fsck

Check the file system type df -n 1sfs, 1slv, 1svg
Check the file with basic file system cat /etc/vfstab cat

settings /etc/filesystems

Basic administration examples on AIX 5L
This section provides examples pertaining to basic administration in AIX 5L.

Example 4-15 shows the command for checking the size and i-nodes occupation.

Example 4-15 Checking the size and i-nodes occupation

#df -k

Filesystem 1024-blocks Free %Used Tused %Iused Mounted on
/dev/hd4 65536 45996  30% 1235 4% /

/dev/hd2 737280 56984  93% 19525 11% /usr
/dev/hd9var 32768 29776  10% 304 4% [var
/dev/hd3 32768 17244  48% 126 2% [tmp
/dev/hd1l 16384 15656 5% 30 1% /home
/dev/1v00 16384 15828 4% 17 1% /test
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To get a similar Solaris file system occupation, see Example 4-16. This
information is useful for scripts migration.

Example 4-16 df command output using ““kl”

# df -kI

Filesystem 1024-blocks Used Free %Used Mounted on
/dev/hd4 65536 19540 45996  30% /

/dev/hd2 737280 680296 56984  93% /usr
/dev/hd9var 32768 2992 29776  10% /var
/dev/hd3 32768 15524 17244  48% /tmp
/dev/hdl 16384 728 15656 5% /home
/dev/1v00 16384 556 15828 4% [test

Example 4-17 shows a file system creation. The -A yes option enables the file
system to be mounted on the next boot. In other words, the /etc/filesystems file
will be changed automatically.

Example 4-17 Creating a file system

# /usr/sbin/crfs -v jfs2 -g rootvg -a size=80M -m itso -A yes
File system created successfully.

98096 kilobytes total disk space.

New File System size is 196608

# mkdir /itso

mkdir: 0653-358 Cannot create /itso.

/itso: Do not specify an existing file.

# mount /itso

# df -kI /itso

Filesystem 1024-blocks Used Free %Used Mounted on
/dev/fs1v00 98304 344 97960 1% /itso

4.9.2 File system types on Solaris and AIX 5L

Natively, Solaris only supports the UNIX file system (UFS) for hard disks. The
newfs command or the mkfs command is used to create the file system and the
fsck command is used to check and fix the file system for consistency.

It is common to see Solaris with Veritas File System (vxfs). This is a third-party
product.

The other types of disk-based file systems are High Sierra File System (HSFS)
(for CD-ROM),PC File System (PCFS) (for diskettes), and Universal Disk Forma
(UDF) (for DVD).
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AIX 5L natively supports the journaled file system (JFS) and journaled file system
2 (JFS2) file systems. Both are journalized, and no third-party file systems are
necessary. For more information about JFS and JFS2, refer to 4.9.7, “File system
journaling” on page 122.

Table 4-10 shows a summary of file system types on Solaris and AlX 5L OS.

Table 4-10 File system types

File system types Solaris AIX 5L
Native file system ufs jfs and jfs2
CD-ROM file system nsfs cdrfs

DVD file system udf cdrfs
MSDOS file system pcfs cifs
Win95+ file system pcfs cifs
Network file system nfs nfs

4.9.3 Network File System

The Network File System (NFS) is a distributed file system that allows users to
access files and directories of remote servers as though they are local, for
example, you can use OS commands to create, remove, read, write, and set file
attributes for remote files and directories. NFS is independent of machine types,
0OS, and network architectures because of its use of remote procedure calls
(RPC) for these services.

On Solaris, the daemon that converts RPC program numbers into port numbers
is called rpcbind. On AIX 5L, the same daemon is called portmap.

On Solaris and AIX 5L, the command rpcinfo is used to report RPC information.

The NFS is available for Solaris and AlX 5L, and you can use it in heterogeneous
networks with Solaris and AIX 5L OS, with each of them being an NFS server or
client or both.

AIX 5L V5.3 was the first version of AIX 5L to introduce support for NFSv4, even
as it continued to support for NFSv2 and NFSv3. The default NFS protocol
version used in server exports and client mounts under AIX 5L V5.3 is still V3.
This decision was made to permit an easier migration to AIX 5L V5.3 from the
earlier versions because few sites were prepared to implement the features
provided by NFSv4.
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To enjoy the new features available on NFSv4, refer to Implementing NFSv4 in
the Enterprise: Planning and Migration Strategies, SG24-6657.

In any version, for successful implementation of an NFS environment, the
following points must be considered:

» The NFS daemons must be running on the server and the clients.
» The file systems that have to be remotely available must be exported.
» The exported file systems must be mounted on the remote (client) systems.

Daemon control

An NFS difference between Solaris and AIX 5L pertains to daemon control. By
default, on AIX 5L, the NFS daemons are not started on a newly installed
system. When a system is first installed, all the files are placed on the system,
but the steps to activate NFS are not taken. The daemons can be started by
using one of the following methods:

» By using the following smit fast path:
smit mknfs

» By using the mknfs command to start the NFS daemons immediately. This
must produce the result shown in Example 4-18.

— Option -B of the mknfs command configures the daemons to be started
now and on the next boot.

— Option -l of the mknfs command configures the daemons to be started only
on the next boot.

Example 4-18 Using mknfs

# mknfs -N

0513-029 The portmap Subsystem is already active.
Multiple instances are not supported.

Starting NFS services:

0513-029 The biod Subsystem is already active.
Multiple instances are not supported.

0513-029 The rpc.statd Subsystem is already active.
Multiple instances are not supported.

0513-029 The rpc.lockd Subsystem is already active.
Multiple instances are not supported.

Completed NFS services.
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» By using Resource Controller, as shown in Example 4-19.

Example 4-19 Starting NFS daemons

# startsrc -g nfs

0513-059 The biod Subsystem has been started. Subsystem PID is 204914.
0513-059 The nfsd Subsystem has been started. Subsystem PID is 233628.
0513-059 The rpc.mountd Subsystem has been started. Subsystem PID is
245896.

0513-059 The nfsrgyd Subsystem has been started. Subsystem PID is
348338.

0513-059 The gssd Subsystem has been started. Subsystem PID is 344244,
0513-059 The rpc.lockd Subsystem has been started. Subsystem PID is
348340.

0513-059 The rpc.statd Subsystem has been started. Subsystem PID is
278690.

After the daemons are started on the client and the server, perform the NFS
tasks, as shown in Example 4-20.

Exporting the file systems

In AIX 5L, you can edit the configuration file (/etc/exports) and issue the exportfs
command. If you want to export a directory that is not explicitly defined in the
configuration file, see Example 4-20.

Example 4-20 Exporting the file systems

aixlab:/>exportfs

exportfs: 1831-182 nothing exported
aixlab:/>exportfs -i /test
aixlab:/>exportfs

/test -rw

Mounting the Network File System
Example 4-21 shows how to mount an NFS using a command line.

Example 4-21 Mounting an NFS
#mount 10.20.1.18:/test /test

#df -k /test
Filesystem 1024-blocks Free %Used Tused %Iused Mounted on
10.20.1.18:/test 672676 329640 51% 23118 7% [test
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Summary of differences
Table 4-11 shows a summary of NFS differences between Solaris and AIX 5L.

Table 4-11 NFS differences

Task and configuration
file

Solaris

AIX 5L

Start NFS daemons

» /etc/init.d/nfs.client
start and

» /etc/init.d/nfs.server
start

startsrc -g nfs

Stop NFS daemons

» /etc/init.d/nfs.client
stop and

» /etc/init.d/nfs.server
stop

stopsrc -g nfs

Mount a resource on an
NFS client

mount -F nfs
server://resource

mount server://resource
/mntpoint

/mntpoint
Share file systems from a shareall exportfs -a
configuration file exportfs -a

Share a new file system

share -F nfs

exportfs -i directory

....directory
Config file of shared file /etc/dfs/dfstab /etc/exports
systems
File that contains NFSisto | /etc/vfstab /etc/filesystems
be mounted at booting
Command to share a » share or » mknfsexp or
directory or file system » exportfs » exportfs

For detailed information about NFS on AIX 5L, refer to Securing NFS in AIX An
Introduction to NFS v4 in AIX 5L Version 5.3, SG24-7204.

4.9.4 Autofs automounter
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An automounter is a facility used to manage the mounting activity of a file
system. When you access a file or directory under the automounter control, the
automounter transparently mounts the required file system. When there has

been no activity on this file system for some predetermined amount of time, the
automounter unmounts the file system.
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Automounters are typically used with the NFS, which is a distributed file system
that allows you to access files and directories located on remote systems and
treats those files and directories as if they were local. When performing the
mounting activity for an NFS, the automounter uses the NFS mounting facilities.
The automounter reduces the period of time that a file system is actively
mounted, thereby minimizing local system hangs due to NFS server outages.

Solaris

Automount is configured in the /etc/auto_master file (and its other corresponding
files) and is activated by the startup script /etc/rc2.d/S74autofs, which runs
during the server boot to run level 2 or level 3. After automount is run as a
daemon, all the NFS mounting and unmounting are automatically handled.

AIX 5L

The AIX 5L automount daemon reads automount map files to determine which
directories to support. Typically, there is one map file for each file system to be
controlled by the automounter. The map file contains entries for each directory
supported within the file system, the host name where the directory resides, and
the specific mount information for that directory. The automount map files are
kept in the /etc/auto/maps directory by default. The list of all the map files to be
used by the automount daemon is specified in the master map file
/etc/auto.master. This master map file contains entries for each file system to be
controlled by the automounter, the name of the map file containing the directory
information, and the optional default mount information.

Table 4-12 compares autofs in Solaris and AIX 5L.

Table 4-12 Autofs

Task Solaris AIX 5L

Automount daemon automountd automountd

Default map file /etc/auto_master /etc/auto_master

Stop automount /etc/init.d/autofs stop startsrc -s automountd
Start automount /etc/init.d/autofs start stopsrc -s automountd

4.9.5 Virtual file systems

These types of file systems (except CacheFS™) do not have a 1:1
corresponding disk slice or volume that it uses to store the data, but instead uses
the system random access memory (RAM) to store information. Anything that
gets stored in here will not be persistent across a reboot.
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Solaris

There are several different types of virtual file systems in Solaris, with each type
being used for a specific purpose:

>

/tmp

Based on the tmpfs, this is used for storing the temporary files generated by
the OS and the applications. When this space fills up to a certain level, the
physical swap is used as the backing store where these files are moved. This
space is also used as a buffer space for file system reads and writes in order
to increase access time.

/var/run

Provides a place to store the temporary system files that are currently in use,
but is not required across a reboot. This space also provides access to
special kernel information and facilities.

CacheFS

Used for caching slow devices on a local hard drive, such as simple or
double-speed CD-ROMs or NFS over slow networks.

Loopback file system

Provides a way to create a virtual file system by using a different path to
access the files within this file system.

/proc

Contains all the active processes in the system according to process number.

/proc on AIX 5L

As with the Solaris environment, AlX 5L too has the /proc file system. /proc on
AIX 5L contains information about each process, about the running kernel,
devices, networking stack, and so on.

Table 4-13 compares /proc management in Solaris and AIX 5L.

Table 4-13 /proc management

Task Solaris AIX 5L
Process credentials pcred proccred
File descriptor information pfiles procfiles
Flags trace pflags procflags
Dynamic libraries loaded by process pldd procldd
Address space map of processes pmap procmap
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Task Solaris AIX 5L

Start the stopped processes prun procrun
List the signal actions psig procsig
Process stacks pstack procstack
Stop the process on the pstop procstop

PR_REQUESTED event

Print the process tree by ID or users ptree proctree
Wait for all the specified processes to | pwait procwait
terminate

Current work directory of a process pwdx procwdx

CacheFS on AIX 5L

The CacheFS on AIX 5L is a general purpose file system caching mechanism
that improves NFS server performance and scalability by reducing server and
network load. Designed as a layered file system, CacheFS provides the ability to
cache one file system on another. In an NFS environment, CacheFS increases
the client-per-server ratio, reduces server and network loads, and improves
performance for clients on slow links, such as Point-to-Point Protocol (PPP).

Create a cache on the client so that the file systems that you specify to be
mounted in the cache can be accessed by the user locally instead of across the
network. When a user first requests access to these files, they are placed in the
cache. The cache does not get filled until the user requests access to a file or
files. Initial file requests might be slow, but subsequent use of the same files are
faster.

To perform any CacheFS task on AIX 5L, the product bos.net.nfs must already
be installed on the OS.

Table 4-14 describes the main commands and smit fast paths for CacheFS
management.

Table 4-14 CacheFS on AlIX 5L

Task

Smit fast path Command line

Set up a cache

cachefs_admin_create cfsadmin -c MountDirectoryNamel
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Task

Smit fast path

Command line

Specify files for mounting

cachefs_mount

» mount -F cachefs -o
backfstype=FileSysType

» cachedir=CacheDirectory[,options]Back
FileSystem MountDirectoryName2 or

» edit /etc/filesystems

Modify the cache

cachefs_admin_change

Remove the cache and then recreate it
using the appropriate mount command
options

Display cache information

cachefs_admin_change

cfsadmin -1 MountDirectoryName

Remove a cache

cachefs_admin_remove

» Unmount the file system with umount
MountDirectoryName

» Determine the cache ID with cfsadmin
-1 MountDirectoryName

» Delete the file system with cfsadmin -d
CacheID CacheDirectory

cachefs_admin_check

cachefs_admin_check

fsck_cachefs CacheDirectory

4.9.6 Swap space

On Solaris, the swap space is related to the /tmp file system.

On AIX 5L, the swap area is always related to a logical volume.

Overview of Solaris
The only swap configuration command on Solaris is swap. You can add, remove
and list the available swaps. A swap can be defined in dedicated disk slices,
which is the preferred way, or as files within file systems, which is usually
performed for emergency and temporary purposes.

Overview of AIX 5L

A page is a unit of virtual memory that holds 4 KB of data and can be transferred
between real storage and auxiliary storage.

A paging space, also called a swap space, is a logical volume with the attribute
“type equal to paging”. This type of logical volume is referred to as a paging
space logical volume or paging space. When the amount of free real memory in
the system is low, programs or data that have not been used recently are moved
from real memory to paging space in order to release real memory for other
activities. The installation creates a default paging logical volume (hd6) on drive
hdiskO0, also referred to as primary paging space.
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Table 4-15 shows swap area management in Solaris and AIX 5L.

Table 4-15 Swap management

between different disks page space area is under

Veritas Volume Manager)

Task Solaris AIX 5L
List total and usage swap swap -1 » swap -1 or
area > 1sps
Increase page space swap -a > mkps
» chps -s
Reduce swap area swap -r » chps -d
> rmps
Activate page space swap -a > swap -a
> swapon
Deactivate page space swap -d > swap -d
» swapoff
Migrate page space vxevac (available only ifthe | migratepv

Swap management examples on AIX 5L

This section provides swap management examples on AIX 5L.

Example 4-22 shows swap information.

Example 4-22 Swap information

# 1sps -a

Page Space Physical Volume Volume Group
Auto Type

hd6 hdiskO0 rootvg

yes Tv

Size %Used Active

512MB

1

yes

Example 4-23 shows how to increase the swap area size.

Example 4-23 Increasing swap area size

# Tsps -a

Page Space Physical Volume Volume Group
Auto Type

hdé hdisk0 rootvg

yes Tv

# chps -s 2 hdé

# Tsps -a

Size %Used Active

512MB

1

yes
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Page Space Physical Volume Volume Group Size %Used Active

Auto Type
hd6 hdiskO rootvg 576MB 1  yes
yes Tv

Example 4-24 shows how to shrink swap area size.

Example 4-24 Shrinking the swap area size

# Tsps -a

Page Space Physical Volume Volume Group Size %Used Active
Auto Type

hd6 hdisk0 rootvg 576MB 1 yes
yes Tv

# chps -d 2 hd6

shrinkps: Temporary paging space paging00 created.
shrinkps: Dump device moved to temporary paging space.
shrinkps: Paging space hd6 removed.

shrinkps: Paging space hd6 recreated with new size.

# Tsps -a

Page Space Physical Volume Volume Group Size %Used Active
Auto Type

hd6 hdisk0 rootvg 512MB 1 yes
yes Tv

Example 4-25 shows how to create a new swap area.

Example 4-25 Creating a new swap area

# 1sps -a

Page Space Physical Volume Volume Group Size %Used Active
Auto Type

hdé hdisk0 rootvg 512MB 1 yes
yes Tv

# mkps -s 10 rootvg

paging00

# 1sps -a

Page Space Physical Volume Volume Group Size %Used Active
Auto Type

paging00 hdisk0 rootvg 320MB 0 no
no Tv

hdé hdisk0 rootvg 512MB 1 yes
yes Tv
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Example 4-26 shows how to activate the swap area.

Example 4-26 Activating the swap area

# Tsps -a

Page Space Physical Volume
Auto Type

paging00 hdisk0

no Tv

hd6 hdisk0

yes Tv

# swapon /dev/paging00

# Tsps -a

Page Space Physical Volume
Auto Type

paging00 hdisk0

no Tv

hd6 hdisk0

yes Tv

Volume Group
rootvg

rootvg

Volume Group
rootvg

rootvg

Size %Used Active
320MB 0 no

512MB 1  yes

Size %Used Active
320MB 1 yes

512MB 1 yes

Example 4-27 shows how to deactivate the swap area.

Example 4-27 Deactivating the swap area

# Tsps -a

Page Space Physical Volume
Auto Type

paging00 hdisk0

no Tv

hd6 hdisk0

yes Tv

# swapoff /dev/paging00

# Tsps -a

Page Space Physical Volume
Auto Type

paging00 hdisk0

no Tv

hd6 hdisk0

yes Tv

Volume Group
rootvg

rootvg

Volume Group
rootvg

rootvg

Size %Used Active
320MB 1 yes

512MB 1 yes

Size %Used Active
320MB 0 no

512MB 1  yes
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Example 4-28 shows how to remove a swap area.

Example 4-28 Removing a swap area

# Tsps -a

Page Space Physical Volume Volume Group Size %Used Active
Auto Type

paging00 hdisk0 rootvg 320MB 0 no

no Tv

hdé hdisk0 rootvg 512MB 1 yes

yes Tv

# rmps paging00
rmlv: Logical volume paging00 is removed.

# Tsps -a

Page Space Physical Volume Volume Group Size %Used Active
Auto Type

hdé hdisk0 rootvg 512MB 1 yes
yes Tv#

The other important feature of swap management in AIX 5L is that it works with
smit. The fast path to swap management on smit is smit pgsp.

4.9.7 File system journaling

File system journaling is a way of storing the transactions before they are written
to the file system itself. After it is stored, the transaction can be applied to the file
system at a later time. When a hard reboot is encountered, the OS only has to
check and replay the journal log and does not have to check the entire file
system, thereby reducing the time it takes to perform the checks at boot up.

File system journaling on Solaris

The Solaris Volume Manager (SVM) default is logging-enabled for any UFS
unless specifically disabled by itself because of available free space, or
specifically disabled by the system administrator.

SVM’s logging is all internal to the mounted file system and does not make use of
any external device to keep log entries.

For the Veritas file system, the journaling is default-enabled.
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File system journaling on AIX 5L

AIX 5L V5.1 introduced the JFS2, which is an enhanced and updated version of
the JFS on AIX 5L V4.3 and earlier releases. JFS2 is recommended only for
systems that are running the 64-bit kernel. In AIX 5L V5.3, JFS2 is the default file
system that is created.

JFS provides the following features:

>

Journaling

Journaling is the process of storing transactions (changes that make up a
complete journaled file system (JFS) operation) in a journal log before the
transactions are applied to the JFS. After a transaction is stored, the
transaction can be applied to the file system later.

Extent-based allocation

When data is stored in a JFS2, it is grouped in extents instead of one block at
atime.

Snapshots

AIX 5L V5.2 introduced the JFS2 snapshot image. The JFS2 snapshot image
provides a consistent block-level image of a file system at a given point in
time. The snapshot stays stable even if the file system that the snapshot was
taken from continues to change. The snapshot can then be used to create a
backup of the file system at the time the snapshot was taken. The snapshot
also provides the capability to access files or directories as they were at the
time of the snapshot.

Large file system capacity (see Table 4-16)
Large files

Table 4-16 AIX 5L JFS and JFS2

Function JFS JFS2

Architectural maximum file 1 terabyte (TB) 4 petabyte (PB)

system size

Architectural maximum file size 64 GB 4 PB

Number of i-nodes Fixed, set at file Dynamic
system creation

i-node size 128 bytes 512 bytes

Fragment size 512 bytes 512 bytes

Block size 4096 bytes 4096 bytes

Directory organization Linear B-Tree
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Function JFS JFS2
Compression Yes No

Default ownership at creation SYyS.Sys root.system
Set Group ID (SGID) of default SGID=on SGID=off
file mode

Quotas Yes Yes

JFS and JFS2 can coexist on the same systems.

If you migrate data from a JFS to a JFS2, back up the JFS and restore the data in
JFS2.

Creating, changing, and removing the file systems

This section provides examples for creating, changing, and removing the file
systems.

Example 4-29 shows how to create a new file system.

Example 4-29 Creating a new file system

# crfs -v jfs2 -g itsovg -m /test -a size=100M
File system created successfully.

130864 kilobytes total disk space.

New File System size is 262144

# mount /test

# df -k /test
Filesystem 1024-blocks Free %Used Tused %Iused Mounted on
/dev/fs1v00 131072 130724 1% 4 1% /test

Example 4-30 shows how to change the file system size.

Example 4-30 Changing a file system size

# df -k /test
Filesystem 1024-blocks Free %Used Tused %Iused Mounted on
/dev/fsTv00 131072 130724 1% 4 1% /test

# chfs -a size=50M /test
Filesystem size changed to 131072

# df -k /test
Filesystem 1024-blocks Free %Used Tused %Iused Mounted on
/dev/fsTv00 65536 65196 1% 4 1% /test
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Example 4-31 shows how to remove a file system.

Example 4-31 Removing a file system

# umount /test
# rmfs -r /test
rmlv: Logical volume fs1v00 is removed.

Checking file system consistency

The fsck command checks file system consistency and interactively repairs the
file system. Do not run the fsck command on a mounted file system. You must
be able to read the device file on which the file system resides. The fsck
command tries to repair file system metadata structures, displays information
about the inconsistencies found, and prompts you for permission to repair them.

It does not, however, recover data from the data blocks. If you have lost data,
you must restore it from a backup.

Orphaned files and directories detected by the fsck command are placed under
the lost+found directory located in the root directory of the file system.

When the system boots, the fsck command is called to verify the /, /usr, /var, and
/tmp file systems. An unsuccessful result prevents the system from booting.

Example 4-32 shows how to check the file system for consistency.

Example 4-32 Checking the file system consistency

#df -k /test
Filesystem 1024-blocks Free %Used Tused %Iused Mounted on
/dev/1v00 16384 15828 4% 17 1% /test

#umount /test

#fsck /test

** Checking /dev/r1v00 (/test)

** Phase 1 - Check Blocks and Sizes
** Phase 2 - Check Pathnames

** Phase 3 - Check Connectivity
** Phase 4 - Check Reference Counts
** Phase 5 - Check Inode Map

** Phase 6 - Check Block Map
8 files 1112 blocks 31656 free
#mount /test

#df -k /test
Filesystem 1024-blocks Free %Used Tused %Iused Mounted on
/dev/1v00 16384 15828 4% 17 1% /test
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Defragmenting file systems

Use the defragfs command to improve or report the status of contiguous space
within a file system. Example 4-33 shows an example of using defragfs to
defragment the /home file system.

Example 4-33 File system defragmenting

#defragfs /home

statistics before running defragfs:

number of free fragments 31318

number of allocated fragments 1450

number of free spaces shorter than a block 1
number of free fragments in short free spaces 1

statistics after running defragfs:
number of free spaces shorter than a block 1
number of free fragments in short free spaces 1

other statistics:

number of fragments moved 11
number of Togical blocks moved 11
number of allocation attempts 11
number of exact matches 0

#

File system organization

The file system or directory structure for OS files is similar on Solaris and AIX 5L.
Table 4-17 shows a summary of this organization on a default installation.

Table 4-17 Directories organization

File system or Solaris AIX 5L

directory

/ Root file system Root file system

/etc Configuration files Configuration files

/dev Special device files Special device files

Ivar Logs and spool area Logs and spool area

/opt Application and Solaris Application area
packages area

tmp Temporary files and swap Temporary files
area
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File system or Solaris AIX 5L

directory

/usr/bin OS commands and shell OS commands and shell scripts
scripts

/bin Symbolic link for /usr/bin Symbolic link for /usr/bin

/sbin Files used on initialization Files used on initialization
process process

/export/home Home area N/A

/home N/A Home area

/proc Virtual file system for Virtual file system for processes
processes management management

Nlib Symbolic link for /usr/lib Symbolic link for /usr/lib

/u N/A Symbolic link for /nome

4.10 Migration from physical disks partition to AIX 5L

If you work with only physical disk partitions on Solaris without Solaris Volume
Manager or Veritas Volume Manager, you will see a new and powerful
environment on AIX 5L.

Table 4-18 shows the basic advantages in LVM administration.

Table 4-18 Physical disk and LVM management

Task Solaris with physical LVM on AIX 5L
disk partition

Concat and stripe volume N/A Available
management
Online file system N/A Available

management for size
extension and reduction

Mirror management N/z Available

For information about migration from physical partition to LVM on AIX 5L, and
about detailed LVM documentation, refer to 4.5, “Logical Volume Manager
administration on AIX 5L on page 96.
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4.11 Migration from Solaris Volume Manager to AIX 5L

Solaris Volume Manager is a new implementation of the Solstice™ DiskSuite™.
The main difference is that Sun Volume Manager works with soft partitions.

4.11.1 Concepts

This section discusses two concepts.

Replicas
In Solaris Volume Manager, all the information about the volumes’ structures are
saved on a disk area called replica.

On AIX 5L, the LVM information is saved automatically in different places during
LVM administration. The disk area that we can compare with replicas on Solaris
is called VGDA, VGSA, and LVCB on AIX 5L. For more information about these
areas on AIX 5L, refer to 4.5.1, “Logical Volume Manager configuration data” on
page 97.

Import and export
On Sun Volume Manager, there are no import and export concepts as on AIX 5L.

In a storage migration between different servers, it is a good practice to save the
meta devices configuration in a file, and re-create on the new host.

The disk names on a new server must be exactly the same. Otherwise, you must
edit the file before a new initialization.

For more information, refer to Appendix A, “Tasks reference” on page 457, and
“Disk and file system management” on page 484.

4.11.2 Commands
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To compare commands, refer to Table 4-19.

Table 4-19 Solaris VM and LVM on AIX 5L

Volume management Solaris VM AIX 5L

task

Create a volume group N/A mkvg

Create a logical volume metainit volumename mklv
raidtype devices...
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Volume management Solaris VM AIX 5L
task

Enable the volume or N/A varyonvg
volume group

Disable the volume or N/A varyoffvg
volume group

Export a volume group N/A exportvg
Delete the volume or metaclear rmlv
volume group

Add a device to the volume | metattach or metainit extendvg
or volume group

Delete a device from the metadetach reducevg
volume or volume group

Create a soft partition or metainit -p mklv (see options on man

logical volume (no
Redundant Array of
Independent Disks (RAID))

pages)

Create a soft partition or
logical volume (RAID 0)

metainit with RAID 0 on
devicesfirst, thenmetainit
-p to create the soft
partition volume

mklv (see options on man
pages)

Create a soft partition or
logical volume on a
specific device

Same as above, but the
2nd metainit -p will have
the devicename at the end
of the command line

mklv (see options on man
pages)

Delete a soft partition or metaclear rmlv
logical volume

Extend a volume or logical | metadetach Volname extendlv
volume devicename

Extend a file system after growfs chfs
volume has been grown

Reduce a volume orlogical | metadetach Volname chfs

volume

devicename
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4.12 Migration from Veritas Volume Manager

In this scenario, you work with a tool for volume management and you have two
options for migration.

The first is to install the VXVM on AIX 5L. This is useful because the
management is similar in AIX 5L and Solaris. In this case, you must have more
facilities for data migration without copies (depending on the version and the
configuration on VxVM).

VxVM is a part of the Veritas Foundation Suite. For more information about the
Veritas Foundation Suite on AIX 5L, refer to Introducing VERITAS Foundation
Suite for AlX, SG24-6619.

The second possible scenario is a migration for VxVM to AIX 5L Volume

Manager. For this migration, it is crucial that you refer to 4.12.1, “Concepts” on
page 130.

4.12.1 Concepts

LVM and VxVM use the terms shown in Table 4-20 to specify their various

components.
Table 4-20 Veritas and LVM terminology
AIX 5L LVM VxVM
Physical Volume Disk Media
Volume Group Disk Group
Physical Partition Subdisks
Logical Partition Plex
Logical Volume Volume
Logical Volume Mirror Logical Partition Copies

Disk or Physical Volume

The disks on the VxVM are disks or dm. When you initialize one disk on VxVM,
the disk name is changed, and the new name is used for Veritas tasks.
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Disk Group or Volume Group
People who work with VXVM use the term disk group. However, in AIX 5L, this
concept is referred to as a VG. These two terms mean the same thing.

On AIX 5L LVM, the disks are called physical volumes.

Subdisk or Physical Partition

The VxVM works with subdisks that are the regions of a physical disk. The
reference on AIX 5L are Physical Partitions. These are different from Veritas. On
AIX 5L LVM, you specify the Physical Partition size on VG creation.

Logical Partition or Plex
On Veritas, a Plex is a series of Subdisks linked together in an address space.
The equivalent layer in AIX 5L is called Logical Partition.

Volume or Logical Volume

In the VxVM, the term Volume specifies a separated group of Logical Partitions
that belong to a VG. On AIX 5L, this component is called Logical Volume, and is
usually associated with a file system.

4.12.2 Commands

To compare commands, refer to Table 4-21.

Table 4-21 VxVM and LVM on AIX 5L

Task VxVM LVM on AIX 5L

Administration tool vxdiskadm or vea smit 1vm or wsm

Check license vxlicrep No licence required

See disks vxdisk list 1spv

Add a new disk vxdiskadd extendvg

Migrate a disk vxevac migratepv

Migrate a logical partition N/A migratelp

to another disk

Start a volume vxvol start You put the VG online with
varyonvg

Stop a volume vxvol stop You put the VG offline with
varyoffvg
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Task VxVM LVM on AIX 5L

List disk groups or volume | vxdg list 1svg
groups

Display information about vxprint 1svg
disk group

Create a disk group vxdg init mkvg
Export a disk group or vxdg deport exportvg
volume group

Import a disk group or vxdg import importvg
volume group

Remove a disk from a disk | vxdg -g dgname rmdisk reducevg
group

Add a disk to a disk group | vxdiskadd extendvg
Display information about vxprint 1slv

logical volume

Create a logical volume vxassist make mklv

Extend a logical volume vxassist growto or extendlv
vxassist growby

Change a logical volume vxedit set chlv
setting
Remove a logical volume > vxassist remove rmlv

» vxedit rm

Report statistics for vxstat Tvmstat

volumes

Extend a file system vxresize chfs

Shrink a file system vxresize chfs

Mirror a logical volume vxassist or vxmirror mk1vcopy or mirrorvg
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Software management

This chapter describes how to manage software packages and patches in AIX
5L. In this context, software management includes the operating system (OS)
and any software that runs on the OS.

This chapter discusses the following topics:

5.1, “Packages” on page 134

5.3, “Patching” on page 146

5.5, “Dependencies” on page 150

5.5.3, “Package distribution methods” on page 151

5.6, “Automated software management” on page 151

5.7, “Activating the fixes after updating” on page 154

5.8, “Software management in clustered environments” on page 154

vyVVyVYyVYVYYVYY
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5.1 Packages

.A package is a collection or group of program files and subdirectories that make
up a software product. A package can be a part of an OS or an add-on software
for a specific functionality.

Task table
Table 5-1 shows the package management commands.

Table 5-1 Package management commands

Package management task Solaris AIX 5L
Install package pkgadd installp -a
Display installed package » pkginfo or 1s1pp -al
» pkgparam
Remove software package pkgrm installp -u
Upgrade or install package pkgadd install_all_updates
Verify correct installation pkgchk 1ppchk -v
List the contents of an installed package Look in 1s1pp -f fileset
/var/sadm/install/contents
Check which file belongs to which /usr/shin/pkgchk -1p somefile 1s1pp -w
package /pathname/filename
Check package information pkginfo -1 1slpp -al | grep
fileset

134

Beginning AIX 5L V5.1, you can install RPM Package Manager (RPM) and
InstallShield MultiPlatform formatted packages in addition to the installp
formatted packages. You can use the Web-based System Manager, smitty, or
the geninstall command to install and uninstall these type of packages. The
geninstall command can detect the format type of a specified package and run
the appropriate installation command. If you use the geninstall command from
the command line to install the RPM or the InstallShield MultiPlatform packages,
use the prefix type to indicate to the geninstall command the type of package
that you are installing. Following are the package prefix types:

v

I: installp format

R: RPM format

J: InstallShield MultiPlatform (ISMP) format
E: interim fix format

vvyy
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To install the cdrecord @ @ Symbol.redhatpkgshort@ @ package and the
bos.games installp package, for example, use the following:

# geninstall -d/dev/cd0 R:cdrecord I:bos.games

Note: For RPM-based packages, the sysadmin can also use the rpm
commands on AIX 5L.

5.1.1 Package management in Solaris

The Solaris package format is based on the System V Interface Definition for
application binary interface (ABI) and has tools for managing these packages.
These management tools include the ability to add and remove packages, check
for consistency, and display package information. If system administrators use
the pkgadd and pkgrm tools to manage packages, the tools update the software
product database accordingly.

5.1.2 Package management in AIX 5L

As with Solaris, AIX 5L too has a specific terminology related to installable
software. AIX 5L uses the Berkeley Software Distribution (BSD) standard. It also
has the option of using the System V standard for initialization files startup. This
section describes the AIX 5L terminology for installable software.

Under packaging terminology, there are four basic package concepts in AIX 5L,
file set, package, LPP, and bundle.

File set

A file set is the smallest individually installable unit. It is a collection of files that
provide a specific function, for example, the bos.net.tcp.client is a file set in the
bos.net package.

File set naming convention
File sets follow this standard naming convention:

LPP.msg[.Tang] .package.fileset

LPP is the first part of every file set name, for example, all the file sets within the
Base Operating System (BOS) program product will have bos at the beginning of
their name.

If a package has only one installable file set, the file set name might be the same
as the package name, for example, bos.INed.
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Following is a list of the standard file set suffixes:
» .adt
Application Development Toolkit for the licensed program product
» .com
Common code between two similar file sets
» compat

Compatibility code that will be removed in a future release of the licensed
program product

» .data

/usr/share portion of a file set
» .dev

Device support for the licensed program product
» .diag

Diagnostics for a file set
» .fnt

Font portion of a file set
» .help[lang]

Translated help files for the licensed program product
» .loc

Locale for the licensed program product
> .mp

Multiprocessor-specific code for a file set
» .msg[lang]

Translated messages
> .rte

Runtime or minimum set
> .smit

SMIT tools and dialogs for a file set
» .ucode

Microcode for a file set
> .up

Uniprocessor-specific code for a file set
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With the message libraries associated with LPPs, the language is also a part of
the naming convention.

Package names
Following are the examples of the major packages in the AIX 5L BOS:

»

bos.acct

Accounting services. Contains accounting services that support or enhance
the BOS.

bos.adt

Base Application Development Toolkit. Contains commands, files, and
libraries that are required to develop software applications.

bos.diag

Hardware diagnostics. Contains the Diagnostic Controller for the hardware
diagnostics package.

bos.docregister

Documentation registration tools. Contains the utilities used in the
administration of the Hypertext Markup Language (HTML) documentation
options and their associated search indexes.

bos.docsearch

Documentation library service. Provides functions that allow users to
navigate, read, and search HTML documents that are registered with the
library service.

bos.dosutil

Disk operating system (DOS) utilities. Contains DOS file and disk utilities for
handling DOS diskettes.

bos.iconv

AIX 5L language converters. Converts data from one code set designation to
another code set. This can be used to represent data in a given locale.

bos.INed

INed editor. Contains a full-screen text editor that supports viewing, entering,
and revising text at any location in the editor window.

Chapter 5. Software management 137



» bos.loc

AIX 5L localization. Contains support for applications to run using the cultural
conventions of a specific language and territory. These conventions include
date and time formatting, collation order, monetary and numeric formatting,
language for messages, and character classification. Where applicable,
additional software such as input methods and fonts that are required to
display and process characters of a specific language are also included.

» bos.mh

Mail handler. Contains commands to create, distribute, receive, view,
process, and store mail messages.

» bos.net

BOS network facilities. Provides network support for the OS. Includes
TCP/IP, Point-to-Point Protocol (PPP), Network File System (NFS), Cache
File System (CacheFS), Automount File System (AutoFS), Network
Information Services (NIS), Network Information Services+ (NIS+),
UNIX-to-UNIX Copy (UUCP), and Asynchronous Terminal Emulator (ATE).

» bos.perf

Base performance tools. Contains two file sets for identifying and diagnosing
performance problems.

» bos.powermgt

Power management software. Controls electric power consumption features
such as system standby, device idle, suspend, and hibernation on models
that support these features.

» bos.rte

BOS runtime. Contains the set of commands that are required to start, install,
and run AIX 5L.

» bos.sysmgt

System management tools and applications. Contains system management
functions relating to installation, system backup, error logging, and trace.

» bos.terminfo

Base AIX 5L terminal function. Contains description files used by curses
libraries for various terminals.

» bos.txt

Text formatting services. Contains services for formatting and printing
documents.
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Licensed program product

This is a complete software product collection, including all the packages and file
sets that are required. Licensed program products (LPP) are separately
orderable products that run on the AIX 5L OS, for example, IBM DB2®, IBM
CICS®, IBM Tivoli Storage Manager, and so on.

File set names are designed to describe the contents of a file set, for instance, all
the file sets within the BOS program product will have bos at the beginning of
their name.

Bundles

It is a difficult task to figure out which individual file set you want to install on your
machine. For this, AIX 5L offers a collection of file sets as a bundle that match a
particular purpose, for example, if you are developing applications, the App-Dev
bundle is the logical choice to install.

A bundle is a collection of packages and file sets suited for a particular
environment. AIX 5L bundles are quite similar to AIX 5L bundles.

Following are the predefined system bundles in AIX 5L V5.3:

App-Dev

Common Desktop Environment (CDE)

GNU Network Object Model Environment (GNOME)
KDE

Media-defined

Netscape

Devices

wsm-remote

YyVyVYyVYVYVYYY

When you install a bundle, some of the file sets are installed if the prerequisite
hardware is available, for example, a graphic adapter is required to run CDE.

In some cases, bundles are equivalent to product offerings. Often, however, they
are a subset of a product offering or a separate customized bundle. The bundles
available might vary from configuration to configuration.

The standard bundle definitions that control what selections appear in the
System Management Interface Tool (SMIT) or the Web-based System Manager,
are stored in /usr/sys/inst.data/sys_bundles.
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5.2 AIX 5L Base Operating System

The AIX 5L BOS licensed program includes the AIX 5L OS, languages, device
drivers, system management tools, utilities, and other file sets.

The AIX 5L V5.3 OS is delivered on multiple CDs or on DVDs. These include:

AIX 5L BOS

Bonus pack

Expansion pack

AIX 5L documentation

AIX 5L toolbox for Linux applications

vyvyyvyyvyy

5.2.1 Bonus pack and expansion pack

The contents of the bonus pack and the expansion pack vary from time to time.
The main purpose of these packs is to acquaint users with the tools and products
that may be valuable in their business environment. The AIX 5L V5.3 expansion
and bonus packs, for example, contain tools to build secure Java application
Data Encryption Standard (DES) library routines, software security, and
encryption support, network authentication aervice, IBM HTTP Server, and so
on.

5.2.2 Software updates

As new software is created for AIX 5L, you will want to upgrade your system to
maintain the latest features and functionality.

A maintenance level consists of one file set update for each file set that has
changed since the base level of AIX 5L V5.3. Each of these file set updates is
cumulative, containing all the fixes for that file set since the time AIX 5L V5.3 was
introduced, and supersedes all the earlier updates for the same file set.

With the oslevel command, you can obtain the OS level you are running, for
example:

# oslevel

5.3.0.0

This outputs indicates that the current maintenance level is Version 5, Release 3,
Modification 0, and Fix 0.

The oslevel -r command tells you which maintenance level you have:

# oslevel -r
5300-02
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The output shows that you are at maintenance level 2.

Note: All the versions and release levels must be bought. However,
modification and fix-level upgrades are available at no charge.

To learn about version and release upgrades, refer to Chapter 3, “Operating
system installation” on page 47.

5.2.3 Software states under AIX 5L

In an AIX 5L environment, it is important to know about the different software
states.

Applied state

When a service update is installed or applied, it enters the applied state and
becomes the currently active version of the software. When an update is in the
applied state, the earlier version of the update is stored in a special save
directory. The applied state provides you the opportunity to test the newer
software before committing to its use. If it works as expected, you can commit the
software, which will remove the earlier version from the disk.

Commit state

When you commit a product update, the saved files from all the earlier versions
of the software product are removed from the system, thereby making it
impossible to return to an earlier version of the software product. This means that
there is only one level of that software product installed on your system.

With committed (or applied) software products, you can also remove them. This
causes the product's files to be deleted from the system. Requisite software
(software dependent on this product) will also be removed unless it is required by
some other software product on your system. If you want to use the software
again, you will have to reinstall it.

Chapter 5. Software management 141



5.2.4 Installing software under AIX 5L using smitty

This section describes how to install additional software in the AIX 5L
environment.

Use the smitty install_update fast path to access the screen shown in
Figure 5-1.

Install and Update Software
Move cursor to desired item and press Enter.

Install Software

Update Installed Software to Latest Level (Update Al1)
Install Software Bundle

Update Software by Fix (APAR)

Install and Update from ALL Available Software

Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-1 The Install and Update Software screen

Following is a description of two of the options provided in this screen:
» Install software

Selecting this option enables you to install all the latest software, or selectively
install some or all the individual software products that exist on the installation
media (or directory). You can also use this menu if you are reinstalling a
currently installed software product. If a product is reinstalled at the same
level or at an earlier level, only the base product (no updates) is installed. This
is commonly used to install optional software that is not currently installed on
your system.

» Install and update from all available software

Selecting this option enables you to install or update software from all the
software available on the installation media. Use this menu when none of the
other menus that limit the available software in some way fit your
requirements. In general, the software list in this menu is longer than in the
menus that are tailored to a specific type of installation.
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On selecting Install Software, the screen shown in Figure 5-2 opens.

Install Software

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry
Fields]
* INPUT device / directory for software /dev/cd0
* SOFTWARE to install [_all_latest]
+
PREVIEW only? (install operation will NOT occur) no
+
COMMIT software updates? yes
+
SAVE replaced files? no
+
AUTOMATICALLY install requisite software? yes
+
EXTEND file systems if space needed? yes
+
OVERWRITE same or newer versions? no
+
VERIFY install and check file sizes? no
+
Include corresponding LANGUAGE filesets? yes
+
DETAILED output? no
+
Process multiple volumes? yes
+
ACCEPT new Ticense agreements? no
+
Preview new LICENSE agreements? no
+
Fl=Help F2=Refresh F3=Cancel FA=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-2 Install Software screen
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Specify the software to be installed either by choosing the default setting
(_all_latest) or by selecting from a list. Press F4 to access the list, provided the
CD-ROM is inserted into the CD drive. It is also possible to install software from a
disk.

The Preview option indicates whether you want to preview the installation of the
selected software products and updates without actually performing software
installation. A preview identifies the requirements for a software installation to be
successful.

Committing software has two effects, it frees up the disk space used to store
earlier versions of that software, and eliminates the possibility of being able to
reject the update and go back to the earlier version.

Selecting no instructs the system not to commit the software updates you are
installing. The software you are installing will be applied. When the software is
applied to the system, it becomes the active version of the software. If it is
replacing an earlier version of the software, the earlier version is saved in a
special directory on the disk. The earlier version can be retrieved, if necessary,
by rejecting the current version. After you are satisfied with the updates, commit
them in order to free up the disk space used by the saved files. If you select no,
select SAVE replaced files.

5.2.5 Installing optional software using the Web-based System

Manager

This section provides information about using the Web-based System Manager
to install the optional software.

The graphic interface provides access to the Web-based System Manager
options for installing the following:

» Optional software
» Service updates
» Software bundles

The Web-based System Manager allows you to install software and to change
the system’s default install settings and specify other options. By default, the
Web-based System Manager applies and commits any software updates you are
installing. However, you can change this default setting and have the software
updates only applied.

Note: Base software applications are always committed. If an earlier version
of the software is installed, it cannot be saved.
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Perform the following tasks to install the optional software, using the Web-based
System Manager (Figure 5-3):

1. Start the Web-based System Manager by typing wsm in the command line.
2. Expand the machine name.
3. Expand Software in the Navigation area.
4. Select Overview and Tasks.
5. Select Install Software.
Console Sofware Celecied View Window Help il
= E@® D
Mavigation Area : Software; Overview and Tasks
E brazos.itsc.austinibm.com '

Crveryiew
E“E‘]“ Devices
2 Network
A Users
& Backup and Restore
CP File Systems
@VDIumes
= Processes
System Environmant
2 Subsystems
&% Custom Toals
=] @ Software
Overview and Tasks
] Installed Software
B Metwark Installation ha

Software Installation and Maintenan

tdare [nfarmation

E-PEE'W I | froot - brazos |

Figure 5-3 Installing optional software with the Web-based System Manager

Installing service updates with Web-based system Manager

Repeat the steps described in the previous section (5.2.5, “Installing optional
software using the Web-based System Manager” on page 144), and after
completing step 5, select Update Software to the latest level.

Installing software bundles with Web-based System Manager
Perform the following tasks:

1. Follow the steps 1, 2, and 3 described in the section 5.2.5, “Installing optional
software using the Web-based System Manager” on page 144.

2. Select Installed Software.
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3. From the Software menu, select New Software (Install/Update) — Install
Bundles (Easy).

Tip: To perform software and patch installation and updates without manually
transferring the packages to each system, configure one server as a Network
Installation Manager (NIM) Master. You can then define the machines as
clients of this Master. With the appropriate configuration, you can use the NIM
Master as a single push or pull point for installation of software packages or
patches. This eliminates the requirement to manually move the installation
media from machine to machine, either physically or through direct NFS.

5.3 Patching

A patch is a subset of a package that adds new functionality to a package or fixes
a problem with the installed package.

Table 5-2 shows the patch management commands.

Table 5-2 Patch management commands

Patch management task Solaris AIX 5L

Install a patch patchadd instfix -i

Remove a patch patchrm installp -r (if applied but not committed) or smitty
reject

Display installed patches showrev -p instfix -ia

5.3.1 Patching in Solaris

Patches in Solaris are handled using the patchadd, patchrm, and showrev
commands.

The last two digits of the patch file name show the revision level.
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5.3.2 Patching in AIX 5L

As new software is created for AlIX 5L, upgrade your system to maintain the latest
features and functionalities.

The numerical information that shows the level of software you have currently
installed is broken into four parts, version, release, modification, and fix. You can
see this information using the oslevel command, for example, 5. 3. 0. 0 means
Version 5, Release 3, Modification 0, Fix 0.

Note: Version and release upgrades must be bought. Modification and
fix-level upgrades are available at no charge.

5.4 Maintenance levels

A maintenance level consists of one file set update for each file set that has
changed since the base level of AIX 5L V5.x. Each of these file set updates is
cumulative, containing all the fixes for that file set since AIX 5L V5.x was
introduced, and supersedes all the earlier updates for the same file set.

You can determine which maintenance level is installed, by using the oslevel -r
command. At the time of writing this IBM Redbook, the maintenance level for AIX
5L V5.3 was 5300-04.

Recommended maintenance level

A recommended maintenance level is a set of file set updates that apply to the
last maintenance level. Recommended maintenance packages are made up of
field-tested file set updates, and provide a mechanism for delivering preventive
maintenance packages between full maintenance levels.

Obtaining maintenance level
For AIX 5L, download the fixes from the following IBM Web site:

http://www-03.ibm.com/servers/eserver/support/unixservers/aixfixes.html

Installing maintenance levels and fixes

There are two ways to install maintenance levels and fixes. The easiest way to
install them is to use the SMIT.

To install the maintenance levels and fixes, use the following procedure:
1. Download the fix from the following Web site:

http://www-03.ibm.com/servers/eserver/support/unixservers/aixfixes.html
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2. Uncompress and untar the software.
3. Type smitty update_all.

4. From this point, follow the instructions on the screen to install the fix
(Figure 5-4).

Update Installed Software to Latest Level (Update Al1)

Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

[Entry
Fields]
* INPUT device / directory for software 1
+
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-4 Update Installed

A second option to install the fixes is to use the instfix command. The instfix
command allows you to install a fix or a set of fixes without knowing any
information other than the Authorized Program Analysis Report (APAR) number
or other unique key words that identify the fix.

Any fix can have a single file set or multiple file sets that comprise that fix. Fix
information is organized in the Table of Contents (TOC) on the installation media.
After a fix is installed, fix information is kept on the system in a fix database.

The instfix command can also be used to determine if a fix is installed on your
system.
To install a patch with the instfix command, perform the following tasks:
1. Download the fix from the IBM Web site:
http://www-03.ibm.com/servers/eserver/support/unixservers/aixfixes.html
2. Uncompress and untar the software archive.
3. From the current directory, type the following command:
# instfix -T -d . | instfix -d . -f -
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If you want to install only a specific fix, type the following command:
# instfix -k <Fileset> -d

Removing a fix

On AIX 5L, you can either use the installp -r command or the smitty reject
fast path (Figure 5-5).

When you reject an applied service update, the update files are removed from
the system and the earlier version of the software is restored. Only service
updates in the applied state can be rejected.

To reject a service update using SMIT, type the smitty reject fast path on the
command line.

Reject Applied Software Updates (Use Previous Version)

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry

Fields]
* SOFTWARE name 0
+

PREVIEW only? (reject operation will NOT occur) no
+

REJECT dependent software? no
+

EXTEND file systems if space needed? yes
+

DETAILED output? no
+
Fl=Help F2=Refresh F3=Cancel Fa=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-5 Reject Applied Software Updates screen

In the input field, specify the package, for example, 1Y19375, and press Enter.
This brings up another screen, from where you can control the deletion process.
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You can also use the installp -r command to remove a fix, but this is a
complex command, and if you are not familiar with AIX 5L, it is not
recommended.

Interim fixes

When resolution to a problem cannot wait for a generally available fix, IBM will
provide corrections in the form of an interim fix. The interim fix management
solution allows users to track and manage interim fixes on systems running AlX
5L. The solution consists of the interim fix manager, the interim fix packager, and
the associated SMIT screens.

Following are the benefits:

» Uses a common installation procedure. No more unique installation
procedures per fix.

» The system keeps track of the applied fixes and prevents accidental
overwriting of the interim fix by a generally available fix.

» Easy-to-use preview, installation, list, verification, and removal services

» Option to install the interim fix so that it is automatically unavailable at reboot.

For more information, refer to the following Web site:

http://wwwld.software.ibm.com/webapp/set2/sas/f/aix.efixmgmt/home.htm]

5.5 Dependencies

In certain situations, a package or patch will have a dependency on one or more
packages or patches before it can be installed.

5.5.1 Dependency management in Solaris

A Solaris system administrator has several options for resolving package

dependencies:

» Manual, that is, an individual package or patch

» A patch cluster that already contains most of what is required for the core OS

» An automated patch manager (refer to 5.6, “Automated software
management” on page 151).

Each of these options has certain considerations that must be taken into account
according to the requirements of the system administrator, for example, to target
a specific issue, only downloading the required patches and its prerequisites is
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required. However, consider a cluster patch when there is a requirement to
ensure that the key components of the OS are all up to date.

5.5.2 Package dependencies in AIX 5L

If an AIX 5L system administrator uses the installp command with the -g flag
specified, it automatically installs or commits respectively, any software products
or updates that are the requisites of the specified software product. When used
to remove or reject software, this flag automatically removes or rejects
dependents of the specified software. The -g flag is not valid when used with the
-F flag.

Note: The -g flag also automatically pulls in a superseding update that is
present in the media if the specified update is not present. This flag causes
the newest update to be installed for a given file set when there are multiple
superseding updates for the same file set on the installation media.

5.5.3 Package distribution methods

Solaris has the SunSolve Web site for retrieving distributed packages and
patches.

AIX 5L too has Web sites that provide the necessary facilities for package
distribution:

> http://www-03.1ibm.com/servers/eserver/support/unixservers/syp5/downloa
dinghwaix.html

» http://www-03.ibm.com/servers/eserver/support/unixservers/aixfixes.html

5.6 Automated software management

Automated software management is an easy way of updating a system without
having to individually check through each patch or package for dependencies
and requirements.

5.6.1 Automated software management in Solaris

There are several options available from the SunSolve Web site for automated
software management. The software in this context refers only to patches, and
not packages. The options include:

» Patch Manager for Solaris 8 and 9
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» PatchPro Interactive
» PatchPro Expert

These tools generate a complete list of patches based on your current system,
which includes patches for software components that are installed on the
system, but are not being used. Some of these tools enable you to select from
the generated list so that you can target only specific software components.

5.6.2 Automated software management in AIX 5L

In AIX 5L V5.3, there are a number of ways in which to automate software
management:

» Service Update Management Assistant (SUMA)
» NIM

Service Update Management Assistant

The SUMA moves the system administrator away from the manual task of
retrieving maintenance updates from the Web. SUMA, which is included in the
base AIX 5L V5.3 OS, provides clients with flexible policy-based options,
allowing them to perform unattended downloads of all AIX 5L updates from the
IBM eServer support Web site:

http://www-03.ibm.com/servers/eserver/support/unixservers/aixfixes.html

It allows automation of common tasks such as downloading a specific update
when it becomes available, downloading the latest security updates, or
downloading an entire maintenance level. A scheduling model is utilized to allow
policies to be run at various intervals in order to conform to a client’s
maintenance window.

SUMA policies can be run without extensive configuration. Filtering options allow
comparisons against an installed software inventory, a fix repository, or a
maintenance level to ensure that only the required fixes are downloaded. SUMA
provides the option to send an e-mail notification containing a list of what is
available for download and the detailed summary statistics of a download. The
technology offered by SUMA assists in moving clients toward an autonomic
maintenance strategy by automating the download of software maintenance
updates that allow clients to take advantage of the increased security and
reliability benefits of having correct fixes, and the cost benefits that result from
spending less time on system administration.

For more information, visit the following Web site:

http://www-03.ibm.com/servers/aix/whitepapers/suma.pdf
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Network Installation Manager

If you have a large number of servers, instead of running SUMA on them
individually, consider using NIM for custom software installation. If, for example,
you have a NIM Master server set up, and 20 other servers that are defined NIM
clients are running AIX 5L V5.3 ml03, and you want to upgrade all 20 clients from
maintenance level 03 to level 04, perform the following tasks:

1. Download the maintenance level files to the NIM server, for example,
/mnt/patches/aix/530/ml0304.

2. Create an Ipp_source from the downloaded maintenance level files
(Example 5-1). The packages attribute must be used for defining the
resources that do not contain enough file sets to have the simages attribute
(refer to the NIM manual for more information). (installp and awk are used to
list the file sets that are available in the source directory.)

Example 5-1 Creating an Ipp_source

nim -o define -t Tpp_source -a server=master -a \
source=/mnt/patches/aix/530/m10304 -a
Tocation=/export/nim/1pp_source/aix530 m10304 1pp -a
packages="’installp -L -d /mnt/patches/aix/530/ml4fixes | awk -F:
“{print $1}¢ °* aix530_m10304 1pp

3. Use the cust operation to install from the Ipp_source:

nim -o cust Ipp_source=aix530 ml4fixes -a filesets="all’ clientl
client2 ...

Installing RPM packages using NIM
To install an RPM package using NIM, perform the following tasks:

1. Take an rpm package and add it to an existing Ipp_source, for example, copy
the vnc rpm package into /export/nim/lpp_source/aix530_cd_lpp/RPMS/ppc.

2. Let NIM know about this new package by using the following:
nim -o check aix530_cd_1Ipp

3. Run the installation of the rpm package from the Ipp_source to the client:
nim -o cust -a Ipp_source=aix530 _cd Tpp -a
filesets="R:vnc-3.3.3rl1-2"

To learn more about using NIM, refer to NIM from A to Z in AIX 5L, SG24-7296.
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5.7 Activating the fixes after updating

Certain packages and patches require a reboot to activate the update or fix,
especially for kernel and library patches.

5.7.1 Patch activation in Solaris

Occasionally, a system has to regenerate its devices during the reboot if the fix is
for driver components. In most kernel or library patches, Sun recommends
installation in single-user mode. This allows the system to be immediately
rebooted after applying the update, which in turn minimizes the chances of losing
user data.

5.7.2 Patch activation in AIX 5L

Usually, when patches are applied to the AIX 5L system, it is sufficient to apply
the installp -c flag. This commits the applied updates. To commit all the updates,
for example, use the following command:

# installp -cgX all

Running this command commits all the updates and removes the file sets for the
earlier version.

If an installation fails, the onstallp command cannot install the same software
until you remove the file sets that succeeded in installing before the failure. Use
the installp cleanup command as follows:

# installp -C

This removes all the file sets installed in the failed installation.

5.7.3 Verifying the integrity of the operating system

After the updates are applied, use the 1ppchk command. This determines
whether or not the system is in a consistent state.

5.8 Software management in clustered environments

For clustered systems, both Solaris and AIX 5L offer software management
solutions to integrate the System Administrator’s jobs from multiple nodes to one
central location.
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5.8.1 Solaris
Solaris offers Sun Cluster software. For more information, refer to the following
Web site:

http://www.sun.com/software/cluster/index.xml

5.8.2 AIX 5L

AIX 5L has a number of different software packages available to help
organizations efficiently build, manage, and expand cluster environments, using
IBM eServer pSeries servers running AIX 5L or Linux, IBM eServer xSeries®
servers running Linux, or a combination. Cluster-ready software from IBM
enables collections of eServer hardware to behave as a single high-performance
system for users and system administrators.

Cluster systems management

Cluster systems management is designed to minimize the cost and complexity of
administering clustered and partitioned systems by enabling comprehensive
management and monitoring of the entire environment from a single point of
control. Cluster systems management provides the following:

» Software distribution, installation, and update (OS and applications)

» Comprehensive system monitoring with customizable automated responses
» Distributed command execution

» Hardware control

» Diagnostic tools

» Management by group

» A graphical interface and a fully scriptable command-line interface

In addition to providing all the key functions for the administration and
maintenance of distributed systems, Cluster systems management is designed
to deliver the parallel execution that is required to manage clustered computing
environments effectively. Cluster systems management supports homogeneous
or mixed environments of IBM servers running AIX 5L or Linux.

For more information, refer to the following Web site:

http://www-03.1ibm.com/servers/eserver/clusters/software/csm.html

IBM LoadLeveler

Used for dynamic workload scheduling, IBM LoadLeveler® is a distributed
network-wide job management facility designed to dynamically schedule tasks
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such as maximize resource utilization and minimize job completion time. Jobs
are scheduled based on job priority, job requirements, resource availability, and
user-defined rules to match processing requirements with resources.
LoadLeveler provides consolidated accounting and reporting and supports IBM
servers, including IBM eServer pSeries and IBM RS/6000 systems.

Parallel Environment for AIX 5L

Parallel Environment for AIX 5L is a comprehensive development and execution
environment for parallel applications (distributed-memory, message-passing
applications running across multiple nodes). It is designed to help organizations
develop, test, debug, tune, and run high-performance parallel applications in C,
C++, and FORTRAN on pSeries clusters. Parallel Environment runs on AlX 5L
V5.2 and V5.3.

High Availability Cluster Multiprocessing for AIX 5L

High Availability Cluster Multiprocessing (HACMP) is designed to provide high
availability for critical business applications and data through system redundancy
and failover. HACMP constantly monitors the status of servers, networks, and
applications to detect failures or performance degradation and can respond by
automatically restarting a troubled application on designated backup hardware,
taking care of all the network or storage connections in the process. With
HACMP, customers can scale up to 32 nodes and mix and match system sizes
and performance levels and network adapters and disk subsystems to satisfy
specific application, network, and disk performance requirements.

High Availability Cluster Multiprocessing/Extended Distance
High Availability Cluster Multiprocessing/Extended Distance (HACM/ED) extends
HACMP’s high availability capabilities across geographic sites with remote data
mirroring (replication) and failover using this mirrored data. This combination can
maintain application and data availability even if an entire site is disabled by a
disaster. HACMP/XD provides IP-based data mirroring and supports
hardware-based mirroring products such as IBM Enterprise Storage Systems
Metro-Mirror (earlier called “PPRC”).
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Device management

This chapter provides a description of common tasks for managing devices in
AIX 5L.

This chapter includes the following topics:

6.1, “Device access and configuration” on page 158
6.3, “Listing device information” on page 160

6.4, “Adding a device” on page 165

6.5, “Modifying a device” on page 170

6.6, “Removing a device” on page 173

6.7, “Alternate disk paths (multipathing)” on page 174
6.8, “Device management summary” on page 180

vyVVyVYyVYVYYVYY

For more information about device management in AIX 5L, refer to the IBM
System p and AIX 5L Information Center, which is available on the Web at:

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp
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6.1 Device access and configuration

This section discusses the Solaris and AIX 5L name and access devices.

6.1.1 Device naming and access

AIX 5L is only a little different from Solaris in the way it represents devices on the
system. Solaris uses both logical and physical names for its devices, and AIX 5L
uses only a single name for each of its devices.

Table 6-1 shows device naming and access in Solaris and AIX 5L.

Table 6-1 Device naming and access: Solaris and AIX 5L

Solaris AIX 5L Description
/dev /dev Contains logical device files
/devices Stored in the Object Data Contains physical device files
Manager (ODM) custom
device class
devfsadm » cfgmgr Commands that create and manage the
» rmdev device files
» mkdev

6.1.2 Solaris logical disk devices

Solaris administrators refer to disk devices by selecting the subdirectory that it is
linked to (either /dev/rdsk or /dev/dsk), followed by a string of information that
indicates the specific controller, disk, and slice:

/dev/dsk/c[1]t[2]d[3]s[4]

In this:

\{

vvyy

1 refers to the logical controller number

2 refers to the physical bus target number
3 refers to the disk number
4 refers to the slice or partition number
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6.1.3 AIX 5L disk devices

AlX 5L administrators refer to a disk device by its hdisk name.
/dev/hdisk[x]

In this, x is the number of the hard disk.

AIX 5L device naming does not include the controller, target, or disk number in
the disk device name. AIX 5L does not use a slice or partition number as Solaris
does. For more information about how AIX 5L manages the disks and the file
systems, refer to Chapter 4, “Disks and file systems” on page 91.

To determine the controller that an hdisk is on, use the 1spath command.

6.2 Accessing devices

In Solaris, there is the concept of having a raw device logical interface name
(rdsk) and a block device logical interface name (dsk) for the same device. The
name that a system administrator uses depends on the task. In AIX 5L, only one
type of logical device name scheme used. Table 6-2 differentiates between the
commonly used commands for accessing devices by Solaris and AIX 5L.

Table 6-2 Commonly used logical device access commands in Solaris and AIX 5L

Solaris AIX 5L

df /dev/dsk/c1t0d0s0 df /dev/hd1?

fsck /dev/rdsk/c1t3d0s4 fsck /dev/hdl

mount /dev/dsk/c1t1d0s0 /mnt/1 mount -v jfs2 -o log=/dev/1og1v00
/dev/fs1v00 /mnt

newfs /dev/rdsk/c0t0d1s1 mkfs /dev/1v01

prtvtoc /dev/dsk/c1t1d0s0 N/A because AlX 5L does not use disk
slices

a. Under AIX 5L Logical Volume Manager (LVM), devices are used for the cre-
ation of file systems, not the hdisk devices. Refer to Chapter 4, “Disks and file sys-
tems” on page 91.

Refer to the man pages for more information about these commands.
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6.3 Listing device information

This section discusses the listing information about the devices.

6.3.1 Solaris

Following are the Solaris commands for displaying system and device
configuration information:

» prtconf
» sysdef
> dmesg
» prtdiag
» kstat

6.3.2 AIX 5L

The prtconf command displays the system configuration information. This
includes hardware and volume group configuration, and comprises Iscfg, Isps,
Isvg -p <vg’s>, and more.

A section of the prtconf command is shown in Example 6-1.

Example 6-1 prtconf command output

# prtconf| head -25

System Model: IBM,7038-6M2
Machine Serial Number: 10197AA
Processor Type: PowerPC_POWER4
Number Of Processors: 4

Processor Clock Speed: 1200 MHz
CPU Type: 64-bit

Kernel Type: 32-bit

LPAR Info: 1 NULL

Memory Size: 8192 MB

Good Memory Size: 8192 MB
Platform Firmware level: 3K041029
Firmware Version: IBM,RG041029 d79e00 r
Console Login: enable

Auto Restart: true

Full Core: false

Network Information

Host Name: alexander
IP Address: 22.1.1.199
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Sub Netmask: 255.255.255.0
Gateway: 22.1.1.1

Name Server: 22.21.16.7
Domain Name: thelab.ibm.com

The other main command that is used is 1sdev. This command queries the ODM,
and is used to locate the customized devices or the predefined devices.
Example 6-2 is an example of this command.

Example 6-2 Isdev output

# Tsdev -Cc disk

hdisk0 Available 20-60-00-8,0 16 Bit LVD SCSI Disk Drive
hdiskl Available 20-60-00-9,0 16 Bit SCSI Disk Drive
hdisk2 Available 20-60-00-10,0 16 Bit SCSI Disk Drive
0-00-11,0 16 Bit SCSI Disk Drive
0-00-13,0 16 Bit SCSI Disk Drive

hdisk3 Available 20-6
hdisk4 Available 20-6

In this example, the -C (upper case) option means that you want to query the
customized section of the ODM, and the -c (lower case) option is used to query a
class under the customized section of ODM. Following are the columns:

» First column

This is the name of the logical device, for example, hdiskO.
» Second column

This column shows the state of the device, for example, available or defined.
» Third column

This column specifies the location code for the device. The location codes
consist of up to four fields of information, and they differ, based on model
type. The format of the location code is AB-CD-EF-GH. The location code that
is described here is for the Configurable High Rate Processing (CHRP)
architecture, which means any multiprocessor PCI bus system. To find the
architecture type for your system, use the # bootinfo -p command.

In the CHRP architecture, the location codes are:
- AB
This defines the bus type:

¢ 00 for processor bus
e 01 for ISA buses
e 04 for PCl buses

Chapter 6. Device management 161



- CD

This defines the slot in which the adapter is located. If you find letters in
this field instead of numbers, it means that the adapter is built-in or
integrated with the system planar.

- EF

This field defines the connector ID. It is used to identify the adapter
connector to which a resource is attached, for example, a Small Computer
System Interface (SCSI) adapter with two ports. In adapters with only one
port, this value is always 00.

- GH

This defines a port, address, memory module, or device of
field-replaceable unit (FRU). GH has several meanings, depending on the
resource type.

All

For memory cards, this value defines a memory module. Values are 1 -
16. For modules plugged directly to the system planar, the values look
as 00-00-00-GH.

For L2 Cache, GH defines the cache value.

For async devices, GH defines the port on the fanout box. The possible
values are 0 - 15.

For diskette drives, H defines which diskette drive (1 or 2). G is always
0.

For SCSI devices, the location code is exactly the same for AB-CD-EF
values. The only difference is in G and H, where G defines the control
unit address of the device (SCSI ID) with possible values of 0 - 15, and
H defines the logical unit number (LUN) for the device with possible
values of 0 - 255.

the adapters and cards are identified with only AB-CD.

Note: As mentioned earlier, the actual values in the location codes vary
from model to model. For specific values, refer to the Service Guide for
your model:

http://www.ibm.com/servers/eserver/pseries/Tibrary/hardware doc
s/index.html
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» Fourth column

This last column contains the description for the device.

As shown in Example 6-3, we query in the customized section of the ODM,
looking into the adapter class. If you look at the second column, you will find
that the location code only has two or three fields, instead of four. This is
because it only defines the adapter slot.

Example 6-3 Isdev device descriptions

# 1sdev -Cc adapter

sal Available 01-S1 Standard I/0 Serial Port

sal Available 01-S2 Standard I/0 Serial Port

sa2 Available 01-S3 Standard I/0 Serial Port

siokmaO Available 01-K1 Keyboard/Mouse Adapter

fda0 Available 01-D1 Standard I/0 Diskette Adapter

scsi0  Available 10-60 Wide SCSI I/0 Controller

mga0 Available 20-58 GXT120P Graphics Adapter

scsil  Available 20-60 Wide/Fast-20 SCSI I/0 Controller

scsi2  Available 30-58 Wide SCSI I/0 Controller

sioka0 Available 01-K1-00 Keyboard Adapter

ppal Available 01-R1 Standard I/0 Parallel Port Adapter

tok0 Available 10-68 IBM PCI Tokenring Adapter (14101800)
ssal Available 10-70 IBM SSA Enhanced RAID Adapter (14104500)
ent0 Available 10-78 IBM 10/100/1000 Base-T Ethernet PCI Adapter
entl Available 10-80 IBM PCI Ethernet Adapter (22100020)
scraid0 Available 30-60 IBM PCI SCSI RAID Adapter

sioma0 Available 01-K1-01 Mouse Adapter

The other useful options for the 1sdev command are:

»

-P
This queries the predefined section of the ODM.
-H

This flag can be used with -C or -P. It provides a long listing output with
headers of all the configured or predefined (supported) devices (# 1sdev
-PH).

-S

This can be used with -C or -P to query a specific subclass (# 1sdev -Cs
scsi).

This flag can be used to query a logical device (# 1sdev -C1 scsi0).

Chapter 6. Device management 163



AIX 5L V5.3 has two more commands to list more information about the devices:

» Isattr

This command is used to obtain the specific configuration attributes for a
device, for example, to get the attributes of a tape drive, use the command as

shown in Example 6-4.

Example 6-4 Isattr -el command and output

# 1sattr -ET rmtO

mode yes  Use DEVICE BUFFERS during writes True
block size 1024 BLOCK size (O=variable length) True
extfm no Use EXTENDED file marks True
ret no RETENSION on tape change or reset True
density_set 1 39 DENSITY setting #1 True
density_set 2 39 DENSITY setting #2 True
compress yes Use data COMPRESSION True
size_in_mb 20000 Size in Megabytes False
ret_error no RETURN error on tape change or reset True

The first column of the 1sattr command specifies the attribute for the device,
the second column specifies the actual value for that attribute, the third
column provides a brief description, and the last column specifies if the value

for that attribute can be changed (true) or not (false).
» Iscfg

This list configuration command displays information about the vendor name,
serial number, type, and the model of the device. All this information is known
in AIX 5L as the Vital Product Data (VPD). To get the VPD for the tape drive
rmtO, for example, use the command as shown in Example 6-5.

Example 6-5 Iscfg -vl command and output

# T1scfg -vl rmtO

DEVICE LOCATION DESCRIPTION
rmt0 10-60-00-5,0 SCSI 8mm Tape Drive (20000 MB)
Manufacturer................ EXABYTE
Machine Type and Model...... IBM-20GB
Device Specific.(Z1)........ 38zA
Serial Number............... 60089837
Device Specific.(LI)........ A0000001
Part Number................. 59H2813
FRU Number......ceevenvunnnn 59H2839
EC Level.vveiineinenenennnn, E30279
Device Specific.(Z0)........ 0180020283000030
Device Specific.(Z3)........
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Note: 1sattr and 1scfg can be run only with configured devices.

6.4 Adding a device

The process of adding a device (excluding hot-pluggable and dynamic
reconfiguration devices) involves shutting down the system, physically
connecting the device, and powering the system backup. If the device contains
its own power source, make sure that the power is turned on before powering up
the system.

6.4.1 Solaris

The procedure for adding a device to a Solaris system varies, depending on the
device that is to be added. There are three general categories of device addition
on Solaris:

» Non-hot plug, requiring the system to be shut down
» Hot plug
» Dynamic reconfiguration

The specific procedure varies from device to device and the documented
procedure for the particular device must be followed. The generic procedure for
adding a device to a Solaris system is as follows:

1. Become a Superuser
2. Install any required device drivers
3. Create or reconfigure the device:’
# touch /reconfigure
4. Shut down and power off the system
# init 5
or
# shutdown -i5 -y -g0
5. Attach the device to the system
6. Power on and boot the system

7. Verify that the new device is correctly attached to the system and is
operational

' This step can be skipped if a boot -r is performed when the system is booted.
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6.4.2 AIX 5L

In AIX 5L, all the devices are self-configurable, except serial and parallel devices.
The command that is used to configure the devices is the configuration manager
(cfgmgr).

This command is run automatically at system boot, but you can run it at any time
on a running system. For SCSI devices, you only have to set a unique SCSI ID
on the device before attaching it. If you are going to attach a new device to a
running system, be sure that the device is hot-swappable. Otherwise, you must
power off the system before performing the attachment.

If cfgmgr does not find a device driver, you will be asked to install it. Study
Figure 6-1 to understand the cfgmgr’s function.

2. Answer:
- CD-ROM
- 04-C0-00-3,0

\
Device
+ cfgmgr Driver
4a) Load device driver

| 4b) Make /dev/cd0 ]
) ntl
3. cd0 defined entry
cd0 T
defined Kernel i
04-C0-00-3,0 ) Driver
funix 22
LD ¥ 1s -1 /dev/cdo
cd0 br--r--r-- reot gystem 22, 2 Jdev/edo
available

04-0-00-3.0 5 Device available |

Figure 6-1 The configuration manager

Device configuration is not a difficult task in AIX 5L. In fact, more and more
systems are supporting the hot plugging of a device into a running machine.

To install or replace a hot swappable card into a hot swap capable slot, follow the
steps described here:

1. Verify that both the slot and the card are indeed hot pluggable.
2. If you are replacing a faulty device, unconfigure it first with rmdev.
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3. Enter either smitty or diag to initiate the appropriate task (remove, add, or
replace).

— smitty devdrpci (for the PCI hot plug manager)
— diag -T identifyRemove (for either PCI or SCSI hot plug managers)

4. When you have completed this task the installation is complete. If you have,
for example, just added a new PCI device and performed a 1sslot -c pci,
you will see the following:

# Slot Description Device(s)
U0.1-P2-11 PCI-X capable, 64 bit, 133MHz slot Unknown

Notice that the device is “Unknown” at this stage. This is due to the fact that
there is no driver configured for it.

5. Run the configuration manager (cfgmgr) to configure the device driver for the
newly added card. 1sslot -c pci should now show something similar to the
following:

# Slot Description Device(s)
U0.1-P2-11 PCI-X capable, 64 bit, 133MHz slot fcs0

Chapter 6. Device management 167



SMIT and adding devices

There are many SMIT screens that are used to change the device configuration
or to add devices. Figure 6-2 shows the smitty menu in the Devices screen.

Run the following command to view the menu:

# smitty devices

Devices

Move cursor to desired item and press Enter.
[TOP]

Install/Configure Devices Added After IPL

Printer/Plotter

TTY

Asynchronous Adapters

PTY

Console

Fixed Disk

Disk Array

CD ROM Drive

Read/Write Optical Drive

Diskette Drive

Tape Drive

Communication

Graphic Displays

Graphic Input Devices

Low Function Terminal (LFT)
[MORE...12]
F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell FO=Exit Enter=Do

Figure 6-2 Main menu for devices in smitty
For more information, refer to the details within the individual device types.

Other commands relating to adding devices

As with many other tasks in AIX 5L, you can also configure a device using the
command line. The command that is to be used is mkdev. Following is an
example of the command used to configure an additional tape drive into a
system:

# mkdev -c tape -s scsi -t scsd -p scsi0 -w 5,0
rmt0 Available
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To configure any device with mkdev, you must know the following information:

| 2

-C

The class of the device

-S

The subclass of the device

-1

The type of the device. This is a specific attribute for the device.

P

The parent adapter of the device. You have to specify the logical name.

-W

You must know the SCSI ID that you are going to assign to your new device.

If it is a non-SCSI device, you must know the port number on the adapter.

The mkdev command also creates the ODM entries for the device and loads the

device driver. Following is an example of the mkdev command for a non-SCSI

device:

# mkdev -c tty -t tty -s rs232 -p sal -w 0 -a login=enable -a

term=i1bm3151

tty0 Available

In this example, a new serial terminal is added to the parent adapter sa1, using
port 0 in the adapter. The -a option is used to assign specific characteristics for
the device, such as the terminal type and log in attributes.

If the -a option is omitted (for SCSI and non-SCSI devices), the default values
are taken from the ODM (the PdAt “predefined attributes” file).

1ss1ot shows the list of dynamic slots and what is in them (Example 6-6).

Example 6-6 Using Isslot to list the slots

1ssTot -c pci
# Slot

uo.
uo.
uo.
uo.
uo.
uo.
uo.

1-P2-11
1-P2-12
1-P2-13
1-p2-14
1-P2-15
1-P2-16
1-P2-17

Description

PCI-X
PCI-X
PCI-X
PCI-X
PCI-X
PCI-X
PCI-X

capable,
capable,
capable,
capable,
capable,
capable,
capable,

64
64
64
64
64
64
32

bit,
bit,
bit,
bit,
bit,
bit,
bit,

133MHz
133MHz
133MHz
133MHz
133MHz
133MHz

slot
slot
slot
slot
sTot
sTot

66MHz slot

Device(s)
fcsl

scsi2 scsi3
Empty

Empty

entl

fcs0

Empty
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6.5 Modifying a device

This section discusses the modification of device attributes under Solaris and
AIX 5L.

6.5.1 Solaris

The configuration settings for devices in Solaris are determined by the settings of
the driver for the device, for example, the SCSI timeout on disk devices is
determined by the SCSI drivers and will be the same for all the SCSI disks that
are managed by a given driver. On AIX 5L, it is possible to change the time-out
on each disk individually.

6.5.2 AIX 5L
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This section describes how to use the smitty screens to change the values for a
device. It is important to remember that in most cases, when you are going to
change a device, the device must not be in use. You might have to put it into the
defined state by running the following command:

rmdev -1 device_name

This section provides an example of the smitty screen that is used to change the
attributes of a network interface:

1. Use the following fast path to access this smitty screen:

# smitty chgenet
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2. The screen shown in Figure 6-3 is displayed. Use this to select the Ethernet
adapter that you want to use.

Ethernet Adapter

Move cursor to desired item and press Enter. Use arrow keys to
scroll.

entl Available 10-80 IBM PCI Ethernet Adapter (22100020)
ent0 Available 10-78 IBM 10/100/1000 Base-T Ethernet PCI Adapter
(1410

Fl=Help F2=Refresh F3=Cancel
F8=Image FO=Exit Enter=Do
/=Find n=Find Next

Figure 6-3 Selecting the Ethernet adapter
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On selecting the adapter, the screen shown in Figure 6-4 is displayed. Change
some attributes, such as the Hardware Receive queue size and Hardware
Transmit queue size. These values have a performance impact when they are

increased.
Change / Show Characteristics of an Ethernet Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry

Fields]

Ethernet Adapter entl

Description IBM PCI
Ethernet Adapt>

Status Available

Location 10-80

HARDWARE TRANSMIT queue size [64]

+#
HARDWARE RECEIVE queue size [32]
+#

Full duplex no
+

Enable ALTERNATE ETHERNET address no
+

ALTERNATE ETHERNET address
[0x000000000000] +

Apply change to DATABASE only no
+
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell FO=Exit Enter=Do

Figure 6-4 Changing the attributes for a network interface

Example 6-7 shows the command for AIX 5L to change the default timeout on
an hdisk.

Example 6-7 Equivalent AIX 5L command to change the default timeout

# 1sattr -E1 hdisk5 -a rw_timeout
rw_timeout 30 READ/WRITE time out value True
# chdev -1 hdisk5 -a rw_timeout=120
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hdisk5 changed
# Tsattr -ET hdiskb -a rw_timeout
rw_timeout 120 READ/WRITE time out value True

6.6 Removing a device

The process of removing a device (excluding hot-pluggable and dynamic
reconfiguration devices) involves shutting down the system, physically
disconnecting the device, and powering the system backup.

6.6.1 Solaris

Removal of devices in Solaris varies depending on the type of device that is
being removed from the system. The recommended procedure for the removal of
the specific device must be followed.

Removal of a device from a Solaris system might require a reboot to clear the
device from the memory driver.

To remove the device files of a removed device from a Solaris system, the
devfsadm -C command is used.

6.6.2 AIX 5L

The task of removing a device is performed with the rmdev command. This
command removes all the ODM entries for a configured device (Example 6-8).

Example 6-8 Making a device unavailable

# 1sdev -Cc tape
rmt0 Available 10-60-00-5,0 SCSI 8mm Tape Drive

# rmdev -1 rmtO
rmt0 Defined

# 1sdev -Cc tape
rmt0 Defined 10-60-00-5,0 SCSI 8mm Tape Drive
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In Example 6-8, the tape drive configured in the system when the rmdev
command is used is listed. Only the -1 option, which indicates the logical device
name, is used. This command changes only the device state, from available to
defined, and it does not delete the ODM or /dev entries. To remove them from
the system, you must also use the -d flag. Example 6-9 shows how to remove the
tape drive from a system.

Example 6-9 Removing a device

# 1s -1 /dev/*hdisk5*

brw------- 1 root system 41, 1 Jun 23 10:22 /dev/hdisk5
Crw------- 1 root system 41, 1 Jun 23 10:22 /dev/rhdisk5
# rmdev -1 hdisk5 -d

hdisk5 deleted

# Tsdev -C1 hdisk5

# 1s -1 /dev/*hdisk5*

#

6.7 Alternate disk paths (multipathing)
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Alternate disk pathing is a technology for providing redundant (alternate path)
access to disk devices. It is used in SAN or direct arbitrated loop fibre channel
environments where there are multiple hardware-based connections to the array.
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Disk multipathing, which provides redundancy, can also improve performance
with the use of load balancing across the redundant links.

Unix Machine

SAN Switch 1 SAN Switch 2

HBA1 — HBA1

LUNs

Figure 6-5 A multipath scenario

6.7.1 Solaris

To provide for alternate disk path access, Solaris requires the installation of
additional software. A number of different pieces of software are available to
provide this functionality. They are commonly provided by storage vendors and
are sometimes designed to work with that particular vendor’s disk array product,
while others work with any vendor’s disk array.

Following are the examples of additional software that can be used to provide
multipath disk access on Solaris:
» EMC PowerPath
http://www.emc.com
» Veritas Dynamic Multi-Pathing (DMP)

http://www.veritas.com
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» Sun StoreEdge Traffic Manager
http://www.sun.com

» IBM Redundant Disk Array Controller (RDAC)
http://www.ibm.com

6.7.2 AIX 5L

AIX 5L V5.2 and later provide native (multipath IO) MPIO support for certain
storage subsystems, for example, the IBM TotalStorage® Enterprise Storage
Server® (ESS) range, some Hitachi systems, and Symmetrix. MPI1O support is
configured on supported subsystems at device discovery time.

Certain vendors also provide additional software, for example, RDAC for IBM
FASIT Storage Manager and PowerPath for EMC, with their disk subsystems
that also provide differing capabilities with regard to multipath redundancy.

For a detailed description of the capabilities of MPIO, refer to Chapter 4, Section
4.1 of AIX 5L Differences Guide Version 5.2, SG24-5765. This IBM Redbook has
indepth descriptions of the reservation policy, algorithms, and the commands
modified for use with MPIO devices.

MPIO is installed and configured as part of BOS installation. Although no further
configuration is required, you can add, remove, reconfigure, enable, and disable
devices or device paths using SMIT, the Web-based System Manager, or the
command-line interface. Refer to Table 6-3 on page 179 for the commands used
to manage MPIO.

When using MPIO, the disk is managed by a unique name and ID, as shown in
Example 6-10.

Example 6-10 Unique ID

PCM PCM/friend/scsiscsd Path Control Module False
algorithm fail _over Algorithm True
dist_err_pcnt O Distributed Error Percentage True
dist_tw width 50 Distributed Error Sample Time True
hcheck_interval 0 Health Check Interval True
hcheck _mode nonactive Health Check Mode True
max_transfer 0x40000 Maximum TRANSFER Size True
pvid 0001813f1a43a54d0000000000000000 Physical volume identifier False
queue_depth 3 Queue DEPTH False
reserve policy single_path Reserve Policy True
size_in_mb 9100 Size in Megabytes False
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MPIO in AIX 5L provides two different algorithms for multipathing:
» fail_over

Only the highest priority path is used. If this fails, the next highest priority path
is used.

» round_robin
All the paths are used relative to their weighted priority. If one path fails, the
others take over the load.

Taking Figure 6-5 on page 175 as an example environment, if you had one LUN
assigned to the machine, you will end up with only one /dev/dsk/hdiskX device.
However, underneath that, there will be two paths to the disk (Example 6-11).

Example 6-11 LUN-redundant paths

#1spath -1 hdisk4
Enabled hdisk4 fscsi0
Enabled hdisk4 fscsil

Thus, hdisk4 in Example 6-11 has redundancy through fscsiO and fscsi1. At this
point, you cannot tell which MPIO algorithm is being used. To be able to do that,
look at the device attributes with 1sattr, as shown in Example 6-12.

Example 6-12 Checking device attributes with the Isattr command

Isattr -E1 hdisk4

PCM PCM/friend/fcpother Path Control Module

False

algorithm fail over Algorithm

True

clr g no Device CLEARS its Queue on error
True

dist_err_pcnt 0 Distributed Error Sample Time
True

dist_tw_width 50 Distributed Error Sample Time
True

hcheck_cmd test_unit_rdy Health Check Command

True

hcheck_interval 0 Health Check Interval

True

hcheck_mode nonactive Health Check Mode

True

Tocation Location Label

True
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Tun_id 0x5211000000000000 Logical Unit Number ID

False

max_transfer 0x40000 Maximum TRANSFER Size
True

node_name 0x5005076300c09589 FC Node Name

False

pvid none Physical volume identifier
False

g_err yes Use QERR bit

True

q_type simple Queuing TYPE

True

queue_depth 1 Queue DEPTH

True

reassign_to 120 REASSIGN time out value
True

reserve_policy single_path Reserve Policy

True

rw_timeout 30 READ/WRITE time out value
True

scsi_id 0x650b00 SCST 1D

False

start_timeout 60 START unit time out value
True

ww_name 0x5005076300c19589 FC World Wide Name

False

Example 6-12 shows that the algorithm is set to fail over. This means that only
one path will be in use at a time.

If you want to change this, the disk must not be in active use. Although you do
not have to move the device to Defined, if it is in use by the Logical Volume
Manager (LVM), you will not be able to modify it.

If the disk is assigned to a volume group, vary off that volume group before
performing any changes.

To change the algorithm to round_robin, use three different methods, smitty
mpio, Web-based System Manager, or chdev (Example 6-13).

Example 6-13 Changing the MPIO algorithm

# chdev -a reserve_policy=no_reserve -a algorithm=round robin -1 hdisk4
hdisk4 changed
# 1sattr -E1 hdisk4 | grep -E "~PCM|~algorithm|reserve policy"
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PCM PCM/friend/fcpother Path Control Module
False

algorithm round_robin Algorithm

True

reserve_policy no_reserve Reserve Policy
True

Add extra paths to devices with the mkpath command, as shown in
Example 6-14.

Example 6-14 mkpath example?

To define and configure an already defined path between scsi0 and the
hdiskl device at SCSI ID 5 and LUN 0 (i.e., connection 5,0), enter:

mkpath -1 hdiskl -p scsi0 -w 5,0

Remove a device path with the rmpath command, as shown in Example 6-15.

Example 6-15 rmpath example3

To unconfigure the path from scsi0 to hdiskl at connection 5,0, type:

rmpath -1 hdiskl -p scsi0 -w "5,0"

To enable or disable paths to a device, use the chpath command. Example 6-16
shows the disable option.

Example 6-16 chpath example*

To disable the paths between scsi0 and the hdiskl disk device, enter:

chpath -1 hdiskl -p scsi0 -s disable

AIX 5L MPIO command summary
Table 6-3 shows the disk multipath commands.

Table 6-3 Disk multipath commands

Command Function

mkpath Adds another path to a device

2 Example from the mkpath man page
3 Example from the rmpath man page
4 Example from the chpath man page
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Command

Function

rmpath Removes a path from a device

chpath Changes status or attribute associated with a path

1spath Displays information about paths to a MPIO-capable device
jostat -m Displays statistics for each path on each disk

smitty mpio

Provides you with all the options you might want for MPIO
maintenance, including disabling all the activity down a
particular parent adapter, enabling or disabling all the paths
(although you can never disable the last path to a device),
changing path priorities, and so on

I1sattr -El

Displays the attributes of a device

chdev

Changes the attributes of a device

6.8 Device management summary
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AIX 5L has different ways in which to manage devices. Figure 6-6 shows a
summary of device commands, device states, and the related ODM database.

mkdev
or
cfgmgr

]

~

.

) Supported
Undefined |:> avice

Predefined Database

rmdev -dI

|—-- . Ready for
[ Available |:> Us%

.

Defined |:>NotUsabIe I

Customized Database

rmdev -dI

rmdev -l

Figure 6-6 AIX 5L device states and ODM

Sun Solaris to IBM AIX 5L Migration: A Guide for System Administrators




Table 6-4 provides the quick reference for device management.

Table 6-4 Quick reference for device management

(serial number, model,
vendor, part number) of a
device

Task AIX 5L Solaris 9
Run multiple tasks in a > smit smc
graphical user interface » Web-based System
(GUI) environment Manager
Configure a device cfgmgr » cfgadm
(dynamic reconfiguration) » devfsadm
Add a device with the mkdev devfsadm
command line
Remove an SCSI device rmdev? » Tluxadm (for Sun
storage only)
» devfsadm -C
Change attributes for a chdev No equivalent
device
List devices > 1sdev’ » prtconf
» prtconf > sysdef
» 1scfg > dmesg
» prtdiag
» kstat
List the configuration 1sattr -El No equivalent
attributes for devices
List vital product data 1scfg -vl No equivalent

a. It can change the state of a device from “available” to “defined”, or it can delete
the ODM entries for a device.
b. It can be used to query the configured devices if used with the -C (upper case)

option, or supported devices if used with the -P option.
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Network services

This chapter discusses the differences in networking and networking services
between Solaris, specifically, Solaris 9, and AlX 5L, specifically, AIX 5L V5.3.
This chapter does not describe what a TCP/IP is or how to plan for your
networking services because this is the same for both the operating systems
(OS). The initial configuration-at-installation methods for both Solaris and AIX 5L
are discussed in Chapter 3, “Operating system installation” on page 47.

This chapter covers manual configuration and reconfiguration of networking
services and includes the following topics:

>

>

7.1, “Network configuration changes” on page 184

7.2, “Differences between Internet Protocol V4 and Internet Protocol V6” on
page 191

7.3, “Mixed IPv4 and IPv6 networks” on page 192

7.4, “Network load balancing and failover solutions” on page 195
7.5, “Static and dynamic routing” on page 198

7.6, “IP network services” on page 201

7.7, “Simple Network Management Protocol” on page 210
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7.1 Network configuration changes

Configuration changes are handled somewhat differently on Solaris and AIX 5L.
Chapter 1, “AIX 5L and Solaris: Approaches to administration” on page 3
discusses the fundamental differences between the two OS.

An example of a networking-related task that a Solaris or AIX 5L system
administrator might routinely have to perform is defining a new network interface
for an existing system. This can be a new physical interface (a new Network
Information Card (NIC)) or a virtual interface.

7.1.1 Instructions for Solaris

This task must include the following steps:

1.

Assign a host name to the new interface (if it is different from the host name
associated with the primary interface) by creating a file called
/etc/hostname.interface, and putting the host name into this file.

Ensure that the host name and IP of the new interface is in the /etc/hosts file.

3. If a different router is required for the new interface, use the route command

to add it.

4. Use ifconfig to establish and open the interface.

5. Use ifconfig to assign an IP address, a broadcast address, and a

subnetmask to the new interface, or to edit the files /etc/netmask,
/etc/networks, and /etc/inet/hosts, and then reboot the system for the changes
to be recognized.

In addition, the Solaris system administrator can use the sys-unconfig
command and reconfigure the Solaris box.

Following is a list of files that the Solaris administrator is likely to modify to make
network configuration changes:

>

>

>

letc/hostname.interface

Contains the IP address or the host name for each network interface you
have to use

/etc/netmasks

Contains subnetting information
/etc/nodename

Contains the host name of the system
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» /etc/defaultdomain

Contains the fully qualified domain name of the system
» /etc/defaultrouter

Contains an entry for each router that the server will use
» /etc/inet/hosts

A database containing the local IP address to name mappings. The /etc/hosts
is a symlink to this file.

» /etc/nsswitch.conf
Contains configuration of network name services
» /etc/resolv.conf
Contains the Domain Name System (DNS) client configuration of the system
» /etc/bootparams
Contains information for serving network booting services
» /etc/ethers
Contains information about the MAC-to-IP address mapping used by the
rarpd daemon

(There are other files that are used by networking on Solaris (/etc/inet/services or
/etc/inet/protocols), but their default values are fine for most applications and
usually do not require any modification.)

7.1.2 Instructions for AIX 5L

Most of the configuration files defined earlier do not exist on AIX 5L. Therefore,
the AIX 5L administrator, to accomplish the task of configuring a new network
interface, is most likely to open the System Management Interface Tool (SMIT)
or the Web-based System Manager tool (smitty or wsm), possibly specifying a
fast path of inet. Using these tools, all the tasks described in 7.1.1, “Instructions
for Solaris” on page 184 can be accomplished with the appropriate changes to
the AIX 5L configuration files, the interface will be available for use immediately,
and will still be working after a reboot. Best of all, no configuration file or item is
overlooked or forgotten, and no syntax errors are inadvertently introduced.
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The figures displayed in this section demonstrates the use of smit for configuring
a virtual IP address interface:

# smit inet

Figure 7-1 shows the smit inet example screen.

o grtaix12.tivlab.austin.ibm.com - PuTTY O] x|

Network Interface Selection ;I

Mowve cursor to desired item and press Enter.

List A4ll MNetwork Interfaces

Add a Network Interface

Change / Show Characteristics of a MNetwork Interface
Remowve a MNetwork Interface

PWiCzs for IP over an ATHM Network

Configure Aliases

Fl=Help F2z=Refresh Fi=Cancel

FE=Image
F9=3hell F10=Exit

Enter=Do -

Figure 7-1 smit inet example
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Figure 7-2 shows the continuation of the smit inet example screen.

£ grraixl2.tivlab.austinibm.com - PuTTY -0l x|

Add a Network Interface

Mowve cursor to desired item and press Enter.

Add an ATH Network Interface

bidd & S3tandard Ethernet Network Interface
Add an IEEE 8502.3 MNetwork Interface

Aidd & Token-Ring Network Interface

Add Serial Line INTERNET Network Interface

a
Add & Serial Optical HNetwork Interface
a FDDI MNetwork Interface

irtual IP r Inter =
Fibre Channel MNetwork Interface

Fil=Help Fa=Refresh Fi=Cancel F5=Image
F9=5hell F10=Exit Enter=Lo

Figure 7-2 smit inet example (continued)
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Figure 7-3 shows the continuation of the smit inet example screen.

£ grtaix12.tivlab.austin.ibm.com - PuTTY : -0l x|
Add a Virtual TP Address Interface ;I
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
BB TNTERNET ADDRESS [(dotted decimal) [l
Network MASE [(hexadecimal or dotted decimal) [1
¥ Metwork Interface []1
¥ ACTIVATE the Interface after Creating itc? ves +
Network Interface(s) using this VIPA []1 +
Fil=Help F2=Refresh Fi=Cancel F4=List
F5=Reszet Fe=Contnand F7=Edit F5=Image
F9=5hell F10=Exit Enter=Lo -

Figure 7-3 smit inet example (continued)

7.1.3 Common network configuration files in Solaris and AIX 5L

Following are the network configuration files that are common to both Solaris and
AIX 5L:

» /etc/hosts

Specifies IP addresses to name mappings
» /etc/resolv.conf

Contains the DNS client configuration of the system
» /etc/services

Contains Transmission Control Protocol (TCP) and User Datagram Protocol
(UDP) port numbers to service name mappings

» /etc/protocols

Contains IP protocol numbers to protocol name mappings
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7.1.4 Other networking differences

Table 7-1 shows the network commands and configuration files in Solaris, and
their equivalent in AIX 5L.

Table 7-1 Network commands and configuration files

Task

Solaris

AIX 5L

Configure TCP/IP interface

Edit the following files:
/etc/hostname*
/etc/inet/*
/etc/defaultrouter
/etc/defaultdomain
/etc/nodename
/etc/netmasks

vyvyVYyYyYYvyy

[smit,wsm] tcpip

Display interface settings

ifconfig

ifconfig

Display interface status and
statistics

» netstat -i
» ifconfig

» netstat -i
» ifconfig

Configure interface

ifconfig

ifconfig

Check various network statistics

netstat

netstat

Change name server or
domains

vi /etc/resolv.conf

» namerslv
» vi /etc/resolv.conf
» smitty namerslv

Specify name services search
order

vi /etc/nsswitch.conf

vi /etc/netsvc.conf

Display kernel network
parameters

» ndd /dev/ip \?
» ndd /dev/tcp \?

no -a

Configure kernel network
parameters

ndd -set driver parameter

smit performance or
» no -o Tunable=NewValue

Check for network link » ndd or » smit performance or
» kstat » netstat -v interface | grep
-i Tink
Set up Dynamic Host » dhcpconfig » dhcpsconf
Configuration Protocol (DHCP) » dhcpmgr » dhcpaction
» dhcpinfo » dhcprd
» dhtadm » bootptodhcp
» pntadm » dadmin
Check routing table » netstat -r » netstat -r
> route > route

» smitty route
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Task Solaris AIX 5L
Modify routing table route » smitty route
> route
Test for connectivity ping ping
Check IP path traceroute traceroute
Capture network packets snoop » tcpdump
» iptrace/ipreport

190

Example 7-1 shows the sample Solaris ifconfig output.

Example 7-1 Sample Solaris ifconfig output

# ifconfig -a
100: flags=1000849<UP,LOOPBACK,RUNNING,MULTICAST,IPv4> mtu 8232 index 1
inet 127.0.0.1 netmask ff000000
ce0: flags=1000843<UP,BROADCAST,RUNNING,MULTICAST,IPv4> mtu 1500 index
2
inet 9.3.5.38 netmask ffffff00 broadcast 9.3.5.255
ether 0:3:ba:53:10:71
100: flags=2000849<UP,LOOPBACK,RUNNING,MULTICAST,IPv6> mtu 8252 index 1
inet6 ::1/128
ce0: flags=2000841<UP,RUNNING,MULTICAST,IPv6> mtu 1500 index 2
ether 0:3:ba:53:10:71
inet6 feB80::203:baff:fe53:1071/10

Note: Note that this Solaris machine has only one physical interface, but is
configured for both inet (IPv4) and inet6 (IPv6).

Example 7-2 shows the sample AIX 5L ifconfig output.

Example 7-2 Sample AIX 5L ifconfig output

ifconfig -a
en0:
flags=4e080863,80<UP,BROADCAST ,NOTRAILERS ,RUNNING,SIMPLEX,MULTICAST,GRO
UPRT,64BIT,PSEG,CHAIN>

inet 9.48.205.115 netmask Oxfffffe00 broadcast 9.48.205.255
100:
flags=e08084b<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX ,MULTICAST,GROUPRT,6
4BIT>
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inet 127.0.0.1 netmask O0xff000000 broadcast 127.255.255.255
inet6 ::1/0
tcp_sendspace 65536 tcp_recvspace 65536

7.2 Differences between Internet Protocol V4 and
Internet Protocol V6

Internet Protocol version 4 (IPv4) is the default networking stack for all the recent
OS, and is no exception for Solaris and AlX 5L. However, there are a number of
minor differences between the two OS and between IPv4 and IPv6. This section
highlights these differences.

IPv4 is known as the dotted-decimal notation for an IP address that consists of
four decimal parts, for example, 192.168.1.100.

IPv6 is known as the colon-hex notation for an IP address that consists of eight
hexadecimal parts, for example, 0:56:78ab:22:33:44:55:66.

IPv6 was developed to provide an almost unlimited number of IP addresses to a
network.

The installation programs of both Solaris and AIX 5L ask if you want to configure
IPv6 on a given server and set the right networking parameters for you, so that
after installation, the system is ready to operate in an IPv6 network.

IPv6 in Solaris

To configure IPv6 on a Solaris system, you must touch, that is, create an empty
file, the /etc/hostname6.interface file for each IPv6 interface, and reboot the
system. Optionally, you can add IP to name mappings in the /etc/inet/ipnodes
file. You can use most of the tools from IPv4, with special switches for IPv6.

IPv6 in AIX 5L

To configure IPv6 on an AIX 5L system, use smit tcpip and select IPV6
Configuration. However, the setting will be lost after a reboot. On AIX 5L, it is
also necessary to edit the /etc/rc.tcpip file that is invoked at boot time, and
uncomment the following line:

# start /usr/sbin/autoconf6 ""
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7.3 Mixed IPv4 and IPv6 networks

Because IPv6 is not a widely deployed protocol yet, IPv6 islands might be
separated by IPv4 routers, or, when the IPv6 infrastructure is being deployed, the
existing IPv4 routing infrastructure can remain functional, and can be used to
carry IPv6 traffic. Tunneling provides a way in which to use an existing IPv4
routing infrastructure to carry IPv6 traffic. In order to link the IPv6 islands, use
tunnels. Both Solaris and AIX 5L support IPv6 tunneling in IPv4.

7.3.1 Tunneling

There are two types of tunnels in IPv6, automatic tunnels and configured tunnels.
» Automatic tunnels

Automatic tunnels are configured by using the IPv4 address information
embedded in an IPv6 address. The IPv6 address of the destination host
includes information about which IPv4 address the packet should be tunneled
to.

Automatic tunnels are useful during a transition from IPv4 to IPv6, or when an
IPv6 network must continue to pass through IPv4 network clouds.

» Configured tunnels

Configured tunnels must be configured manually. These tunnels are used
when using IPv6 addresses that do not have any embedded IPv4 information.
The IPv6 and IPv4 addresses of the endpoints of the tunnel must be
specified.

Setting up Solaris tunneling with IPv6 and IPv4
In Solaris, you can add tunnel interfaces using the ifconfig command or by

adding options to the /etc/hostname6.interface file.
To configure IPv6 over IPv4 tunnels, perform the following tasks:

1. As root, create the file /etc/hostname6.ip.tunn where n is a numeric value, for
example, 0, 1, 2, and so on.

2. Add entries to the file as follows:
a. Add the tunnel source and destination addresses:

tsrc IPv4-source-addr tdst IPv4-destination-addr up
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b. (Optional) Add a logical interface for the source and destination IPv6
addresses:

addif IPv60source-address IPv6-destination-address up

Note: This is for the configured tunnels.

3. Reboot.

For more information about configuring the automatic and configured tunnels,
refer to “Set up tunneling in IPv6” in the Solaris 9 System Administration Guide:
IP Services.

Notes: tsrc, tdst, and addif are options to the ifconfig command. For more
information about these options, refer to the Solaris ifconfig man page.

Perform the same steps at the other end of the tunnel for bidirectional
communication to occur.

If your system is to be configured as a router, you must also configure your
router to advertise over tunneling interfaces before rebooting. Refer to “How to
Configure Your Router to Advertise Over Tunneling Interfaces” on page 317 of
the Solaris 9 System Administration Guide: IP Services.

Setting up AIX 5L tunneling for IPv6 with IPv4

As mentioned earlier, there are two types of tunnels in IPv6, automatic tunnels
and configured tunnels.

Automatic tunnel
To enable IPv6 and a single automatic tunnel, use the following:

autoconf6

To enable an automatic tunnel through interface en0, use the following:
autoconf6 -s -i en0
Automatic tunnels are removed when the system is rebooted. Therefore, in order

to have the automatic tunnel created at boot time, edit /etc/rc.tcpip and
uncomment the following line (if it is not already uncommented):

#start /usr/sbin/autoconf6 ""
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Start SMIT by using the following command, and include the options shown in
Figure 7-4 and Figure 7-5:

“smit ctinet6 -->

Figure 7-4 shows the AIX 5L tunneling screen.

o grtaix12 tivlab.austin.ibm.com - PuTTY

_|ol x|
Configure Tunnel Interface ‘:J
Mowve cursor to desired item and press Enter.
Add an IPV6 in IPV4 Tunnel Interface

Fl=Help FZz=Refresh Fi=Cancel Fa=Image L
Fo=5hell F1l0=Exit Enter=Do hd

Figure 7-4 AIX 5L tunneling

Figure 7-5 shows the continuation of AlIX 5L tunneling screen.

o grtaix1 2 tivlab.austin.ibm.com - PuTTY -3 x|

idd an IPVE in IPV4 Tunnel Interface

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

=

IPV4 CE ADDEE (dotted decimal) [
IPV4 DESTINATICN ADDRESS (dotted decimal) [1
IPVE SOURCE ADDRESS [(colon separated) [1
IPVE DESTINATICN ADDRESS [(colon separated) [1

Fl=Help Fi=Refresh Fi=Cancel F4=List
F5=FReset Fe=Command F7=Edit F&=Image ||
Fa=3hell FlO0=Exit Enter=Do hd

Figure 7-5 AIX 5L tunneling (continued)
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7.4 Network load balancing and failover solutions

Different products are available for network load balancing and failover solutions
on both the platforms. This section describes the features of these products.

7.4.1 Solaris

Following are the products that are available for network load balancing and
failover solutions on Solaris:

SUN Trunking

The network trunking feature in Solaris provides the ability to aggregate multiple
Ethernet and Fast Ethernet links into a single link to get a scalable fat pipe to
carry higher data rates than a single Ethernet link can carry.

Note: The Sun Trunking™ product is an add-on, but is not part of the base
Solaris OS.

Sun IP Multipath

In Solaris, there is a built-in feature called IP Network Multipath that enables you
to create one or more groups of physical interfaces and use them as one virtual
interface. The IP Multipath does not provide inbound load balancing, and
requires many IP addresses to implement. It provides for:

» Failure detection
» Repair detection
» Outbound load spreading

7.4.2 AIX 5L

Following are the products that are available for network load balancing and
failover solutions on AIX 5L.

Etherchannel

The basic concept of Etherchannel on AIX 5L is to provide load balancing and
failover resources to network links. Etherchannel is included in the base AIX 5L
0sS.
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Etherchannel is different from Sun Trunking, in that, Etherchannel has a new and
important feature called interface backup adapter. This feature is useful if you
intend to implement a failover solution across different network switches. A good
example of the use of this feature is a scenario where you have two network
adapters, and each one is on a different switch.

The Etherchannel can be administrated by a command line or SMIT tool. The
smit fast path is smit etherchannel, as shown in Figure 7-6.

£9.3.5.174 - PuTTY 10l =|
EtherChannel / IEEE S0Z.3ad Link Aggregation :J

Mowve cursor to desired item and press Enter.

List i1l EtherChannels / Link Aggregations|

Add An EthercChannel / Link Aggregation

Change / Show Characteristics of an Etherchannel / Link Aggregation
Remowve An EtherChannel / Link Aggregation

Force A Failover In in EtherChannel / Link Aggregation

Fl=Help FZz=Refresh Fi=Cancel Fa=Image
Fo=5hell F1l0=Exit Enter=Do

L<]

Figure 7-6 smit etherchannel: Main screen

For the migration scenario, refer to Table 7-2.

Table 7-2 Sun Trunking versus Etherchannel

Feature Sun Trunking AIX 5L Etherchannel
Included on BOS no yes
Backup Ethernet adapter no yes
Failover and repair detection yes yes
Inbound and outbound load balance | yes yes
IEEE 802.3ad compatibility yes yes
Load balance by MAC yes yes
Load balance by round robin yes yes
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Feature Sun Trunking AIX 5L Etherchannel

Load balance by IP address yes yes

For more information about how Etherchannel works on AIX 5L, refer to the
online System p AIX 5L Collaboration Center:

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp?

Virtual IP address

Virtual IP address (VIPA) on AIX 5L can be used in situations where network
communications might have to continue even in the event of a network interface
going down.

VIPA is configured, just as any IP network interface is configured, in SMIT. In
addition, you can specify a group of interfaces when configuring VIPA. When
configured this way, for all the outgoing connections initiated by the VIPA host
through these interfaces that are designated to use a VIPA, the virtual address
becomes the source address placed in the TCP/IP packet header of the outgoing
packets.

To start VIPA configuration from SMIT, the fast path is smit mkinetvi
(Figure 7-7).

Ldd a Virtual IFP Addr

Type or select wvalues in entry fields.
Press Enter AFTER making all desired changes.

* INTERMWET ADDRESS (dotted decimal) [1
Network MASKE [(hexadecimal or dotted decimal) []1

* Network Interface []1

* ACTIVATE the Interface after Creating itc? ves +
Network Interface(s) using this VIPL [1 +

Fi=Help Fz=Refresh Fi=Cancel F4=List

FE=Reset Fé=Command F7=Edit FS=Image

F8=3hell F1l0=Exitc Enter=Do

Figure 7-7 VIPA on SMIT
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7.5 Static and dynamic routing

Static routing is most useful when a single network is communicating with a small
number of other networks. However, when your network begins to communicate
with more networks, the number of gateways increases, and so does the amount
of time and effort required to maintain a routing table manually.

With dynamic routing, daemons update the routing table continuously as and
when they receive information broadcasts by other routing daemons.

Routing in Solaris

To configure a Solaris box to act as a router, you require at least two network
interfaces on that box. After ensuring this, perform the following tasks:

1. Create an /etc/hostname.interface file for each network interface installed,
specifying the host name or the IP address of that interface.

2. Enter these host names and IP addresses in the /etc/inet/hosts file for IPv4
and /etc/inet/ipnodes for IPv6.

3. If this Solaris router is a part of any subnetted network, add the subnets in the
/etc/inet/netmasks file. The startup scripts then determine if they have to start
a routing daemon for learning and advertising routes (daemons such as
Routing Information Protocol (RIP) or Network Router Discovery ( RDISC)),
or if they have to use static routing.

— Static routing in Solaris

On a user’s Solaris box, specify the use of a static default route by editing
the /etc/defaultrouter file. If the file contains a resolvable host name or IP
address, the system uses that default gateway and does not launch a
dynamic routing protocol such as RIP or RDISC.

— Dynamic routing in Solaris

If the /etc/defaultrouter file is empty, the system tries to use a dynamic
gateway first, using /usr/sbin/in.rdisc if it exists. If this method fails, it starts
the RIP in a passive, nonadvertising mode.

A machine with only one network interface can be forced to be a router by
creating an empty /etc/gateways file. A machine with more than one network
interface can be forced to be a multihomed host instead of a router by creating
an empty /etc/notrouter file.
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Before inet services are stopped when a Solaris system is shut down, the
existence of either an in.routed or an in.rdisc process is queried by the
/etc/inetinit script. If either process is running, that indicates that dynamic routing
was used, and inetinit creates a file called /etc/.dynamic_routing to preserve the
dynamic routes that were identified earlier.

For IPv6 routing, use the ndpd and ripngd daemons for static and dynamic
routing, respectively.

Routing in AIX 5L
In AIX 5L too, there is static routing and dynamic routing.

Static routing in AIX 5L

Maintain static routing on AIX 5L using either the route command or by using
SMIT:

route add/flush/delete/change/monitor/get .....
or
smit route

£ grtain12.tivlab.austinibm.com - PuTTY 101 =l
Jdtatic Houtes ﬂ

Mowe cursor to desired item and press Enter.

Li=st A4l1l Routes

Add =& Static Route
Remowe & Static Route
Flush Routing Tahle

Fl=Help Fi=Refresh Fi=Cancel Fa=Tmage
F9=5hell FlO0=Exit Enter=Dno -

Figure 7-8 Smit route
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Figure 7-9 shows the Add a Static Route screen.

:- grtaix12.tivlab.austinibm.com - PuTTY

Type or select wvalues in entry fields.

Add & Static Route

Press Enter AFTER making all desired changes.

Destination TYPE
* DESTINATICH Address
[dotted decimal or svibolic name)
* GATEWAY hddress
[dotted decimal or svibolic name)
COST
Network MASE (hexadecimal or dotted decimal) [1

Network Interface

[interface to associate route with)
Enahle Active Dead Gateway Detection?
Iz this a Local (Interface)] Route?

Fl=Help
F5=Reset
Fo=5hell

FZ=Refresh
F 6=Cotrostd
FlO0=Exit

[Entry Fields]
net +

[1
[1
[o] #
[1 +

no +
no +

Fi=Cancel F4=List
F7=Edit Fa=Tmage
Enter=Dno

Figure 7-9 Smit route: Add a Static Route screen

Dynamic routing in AIX 5L

The routed daemon supports only the RIP protocol. The gated daemon supports
the RIP protocol, Routing Information Protocol Next Generation (RIPng), Exterior
Gateway Protocol (EGP), Border Gateway Protocol (BGP), and BGP4+, Defense
Communications Network Local-Network Protocol (HELLO), Open Shortest Path
First (OSPF), Intermediate System to Intermediate System (IS-IS), and Internet
Control Message Protocol (ICMP and ICMPv6)/Router Discovery routing
protocols simultaneously. In addition, the gated daemon supports the Simple

Network Management Protocol (SNMP).

To specify dynamic routing in AIX 5L, edit /etc/rc.tcpip to uncomment the starting
of either routed or of gated. Table 7-3 shows dynamic routing in Solaris and AIX

5L.

Table 7-3 Dynamic routing

Task

Solaris

AIX 5L

Check routing table

» netstat -r
> route

» netstat -r
» [smit,wsm] route
> route
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Task Solaris AIX 5L

Modify routing table | route smit route
Specify static » route add [default] ipaddr | » route add default
routing - IPv4 » vi /etc/defaulter w/ipaddr or
» [smit,wsm] route
Specify static » route add [default] ipaddr | route add -ineté6
routing - IPv6 » ndpd - daemon default IPv6 router
address
Specify dynamic If /etc/defaultrouter file is empty, » vi /etc/rc.tcp and
routing - IPv4 in.rdisc and in.routed daemons » Uncomment gated
are started at reboot or routed?
Dynamic routing - ripngd ndpd-router
IPv6 daemon

a. The gated and routed daemons are started at reboot

7.6 IP network services

This section contains information about a set of commonly used network
services.

7.6.1 inetd-based

This section describes the differences between inetd for Solaris and AlX 5L.

Solaris inetd server

In Solaris, standard network services such as Telnet, File Transfer Protocol
(FTP), remote login (Rlogin), Trivial File Transfer Protocol (TFTP), and others
are started on demand by the inetd network daemon through the /etc/inetd.conf
configuration file. The /etc/services configuration file contains the port name to
port number mappings for network applications, which can be used with the inetd
daemon. Activate usage logging and TCP wrappers by specifying the following
parameters in the /etc/default/inetd configuration file:

ENABLE_CONNECTION_LOGGING=YES
ENABLE_TCPWRAPPERS=YES

All the services that are to be run by the inetd daemon are defined in the
/etc/inetd.conf configuration file.
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AIX 5L inetd server

Refer to AIX 5L Version 5.3 System Management Guide: Operating System and

Devices, SC23-4910-02 for more information about the System Resource

Controller.

Table 7-4 shows the inetd commands for Solaris and AIX 5L.

Note: The inetd is a subsystem of TCP/IP and is a daemon. Subsystems
(daemons) have “subservers” that are also daemons. The inetd subsystem
daemon controls the subserver daemons of comsat, fingerd, tftpd, rexecd,

rlogind, rshd, talkd, syslogd, telnetd, tftpd, and uucpd.

Table 7-4 inetd commands

subsystem

Task Solaris AIX 5L
Configuring the inetd » vi/etc/services smit inetdconf
subservers (ftp, telnet, » vi/etc/default/inetd
rlogin, ssh, and so on) » vi/etc/init.d/inetsvc

» vi/etc/inetd.conf
Starting the inetd subsystem | /usr/sbin/inetd -s smit inetd
Stopping the inetd /etc/init.d/inetsvc stop | smit inetd

Starting the inetd subservers

/usr/sbin/in.daemon

startsrc -t

rlogin, and so on)

(ftp, telnet, rlogin, and so on) subservername
Stopping the inetd ki1l in.daemon-pid stopsrc -t
subservers (ftp, telnet, subservername

Changing inetd configuration

vi/etc/inetd.conf

smit inetdconf

Refreshing inetd after
configuration change

ki1l -HUP inetd process

If smit inetdconf is
used, no refresh is
required

Querying inetd subservers

ps -ef | grep ‘in\.’

I1ssrc -t
subservername

7.6.2 Dynamic Host Configuration Protocol

202

The Dynamic Host Configuration Protocol (DHCP) servers from Solaris and AIX
5L have comparable features:

» Support for earlier Bootstrap Protocol (BOOTP) clients
» Support for local and remote clients by using DHCP relay services
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» Large network support
» Network booting information for DHCP clients
» Dynamic Domain Name System (DDNS) updates

However, the server itself is different in terms of management scripts and
configuration files.

The Solaris Dynamic Host Configuration Protocol server

Solaris has several utilities for controlling the in.dhcpd server daemons such as
dhcpconfig, dhtadm, pntadm, and the GUI dhcpmgr.

The configuration is stored in the /etc/inet/dhcpsvc.conf file and some other
tables, such as dhcptab, macros, and so on.

The AIX 5L Dynamic Host Configuration Protocol server

On AIX 5L, the DHCP server is based on the dhcpsd daemon. The DHCP server
maintains a database of addresses it has given out and details about who has
them. These databases are kept in the /etc/dhcpsd.ar and /etc/dhcpsd.cr files.
On startup, a server reads the configuration file and sets up its initial database of
available addresses. The server accepts the refresh command or a SIGHUP
signal to reread the configuration file.

The DHCP server reads the /etc/services file to determine which port it should
use for receiving requests. The default service is dhcps. Because this is the
same port that the bootpd daemon uses, you can only have one (either dhcpsd
or bootpd) daemon running. If you choose the dhcpsd daemon, you must
comment bootp from the /etc/inetd.conf file, and then enter the following in the
command line:

refresh -s inetd

The dhcpsconf command brings up an X Windows GUI that lets the network
administrator read, save, and modify the configuration files. It also allows
starting, stopping, and retrieving statistics from a running server.

Table 7-5 shows the DHCP commands of Solaris and AlX 5L.

Table 7-5 DHCP commands

Task Solaris AIX 5L
Configuring DHCP » DHCP Manager (GUI) » dhcpsconf (GUI)
» dhcpmgr (GUI) » dhcpaction
» dhcpconfig » dhcprd
» dhtadm » bootptodhcp
» pntadm » dadmin
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Task Solaris AIX 5L
Daemon name in.dhcpd dhcpsd
Query information of the DHCP | dhcpinfo 1ssrc -1s dhcpsd

server

Stopping and starting the DHCP
server

» DHCP Manager (X
Windows)

» dhcpmgr (Java GUI) or

» /etc/init.d/dhcp stop or
start

> [smit, wsm] tcpip or
» [startsrc,stopsrc] -s
dhcpsd

For information about the AIX 5L DHCP Server for IPv6, refer to AIX 5L Version
5.3 System Management Guide: Communications and Networks, SC23-4909.

7.6.3 Domain Name System

For the Domain Name System (DNS) server, both Solaris and AIX 5L OS are
based on the BIND solution, and the main configuration file is /etc/named.conf.

AIX 5L V5.3 supports BIND Version 8 and Version 9 to simplify migration. By
default, named links for BIND Version 8 are described in Example 7-3.

Example 7-3 Listing the actual named version

# 1s -1 /usr/sbin/named* |grep ~1

Trwxrwxrwx

1 root system

/usr/sbin/named8

Trwxrwxrwx

1 root system

/usr/sbin/named8-xfer

16 Sep 20 1970 named ->

21 Sep 20 1970 named-xfer ->

To use a different version of named, relink the symbolic links accordingly for the
named and the named-xfer daemons.

Use named9 as follows:

In -fs /usr/sbin/named9 /usr/sbin/named

In this, you do not have to relink the named8-xfer file because BIND Version 9
does not use this file anymore.

AIX 5L also provides samples for DNS configuration:

» /usr/samples/tcpip/named.boot

This contains the sample named.boot file with directions for its use.
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» /usr/samples/tcpip/named.data
This contains the sample DOMAIN data file with directions for its use.
» /usr/samples/tcpip/hosts.awk

This contains the sample awk script for converting an /etc/hosts file to an
/etc/named.data file. This file also contains directions for its use.

» /usr/samples/tcpip/addrs.awk
This contains the sample awk script for converting an /etc/hosts file to an
/etc/named.rev file. This file also contains directions for its use.

The subsystem name is named. Check the named status as shown in
Example 7-4.

Example 7-4 Checking the named status

# 1ssrc -s named
Subsystem Group PID Status
named tepip inoperative

Start a named service as shown in Example 7-5.

Example 7-5 Starting a named service

# startsrc -s named
0513-059 The named Subsystem has been started. Subsystem PID is 319498.

Stop a named service as follows:

# stopsrc -s named#

7.6.4 Network Time Protocol

Both Solaris and AlX 5L provide Network Time Protocol (NTP) services.

Solaris Network Time Protocol

ntp_adjtime adjusts the local clock parameters.

ntp_gettime gets the local clock values.

ntpdate sets the date and time by way of NTP.

ntpq is the standard NTP query program.

ntptrace traces a chain of NTP hosts back to their master time source.
xntpd is the NTP daemon.

xntpdc is a special NTP query program.

vVVvyVYyVYVYYvVYYyY
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AIX 5L Network Time Protocol

» ntpdate sets the date and time of using the NTP.

ntpq starts the standard NTP query program.

ntptrace traces a chain of NTP hosts back to their master time source.
xntpd starts the NTP daemon.

xntpdc starts the query/control program for the NTP daemon, xntpd.

S
S
S
S
7.6.5 Lightweight Directory Access Protocol

Both Solaris and AIX 5L support Lightweight Directory Access Protocol (LDAP)
as both client and server.

For more information about this topic, refer to Integrating AlX into Heterogenous
LDAP Environments, SG24-7165, which is available on the Web at:

http://www.redbooks.ibm.com/abstracts/sg247165.htm1?0pen

7.6.6 Network Information Service and Network Information Service+

Both Solaris and AlIX 5L support Network Information Service (NIS) and NIS+
protocols.

For more information about this topic, refer to the AIX 5L Version 5.3 Network
Information Services (NIS and NIS+) Guide, available in the online System p AlX
5L Collaboration Center

http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp?

7.6.7 Network File System

Network File System (NFS) is used in both Solaris and AIX 5L for sharing file
systems across a network. Both the OS can act as servers and as clients, even
at the same time.

In Solaris, the server daemon that controls NFS activities is called rpcbind.

In AIX 5L, the server daemon is called portmap.

Network File System server setup in Solaris
The NFS server daemons, nfsd, nfslogd, and mountd, are started and stopped
with:

/etc/init.d/nfs.server start/stop

This file runs automatically at boot time, but can be run manually anytime.
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To share an NFS resource, you can either perform the task manually with the
share command or automatically at boot time by placing an entry in the
/etc/dfs/dfstab file.

If you already have an NFS server running and you update the content of the
dfstab file, run the shareall command to update the NFS shares without
restarting the service.

Example 7-6 shows an /etc/dfs/dfstab file.

Example 7-6 Example of an /etc/dfs/dfstab file

# Place share(1M) commands here for automatic execution

# on entering init state 3.

#

# Issue the command '/etc/init.d/nfs.server start' to run the NFS
# daemon processes and the share commands, after adding the very
# first entry to this file.

#

# share [-F fstype] [ -o options] [-d "<text>"] <pathname>
[resource]

# .e.g,

# share -F nfs -0 rw=engineering -d "home dirs" /export/home2

share -F nfs -d "Patches"/export/local/support/patches
share -F nfs -d “PMRs”export/local/support/pmrs

Network File System client setup in Solaris
The NFS client daemons, statd, and lockd, are started and stopped with:

/etc/init.d/nfs.client start/stop
This file runs automatically at boot time, but can be run manually anytime.

To mount a shared NFS resource, either perform the task manually with the
mount command or automatically at boot time by placing an entry in the
/etc/vistab file.

To see what file systems are being shared by another system (and are available
for you to mount), enter:

showmount -e hostname
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Example 7-7 shows a sample Solaris /etc/vistab.

Example 7-7 Sample Solaris /etc/vfstab

#device device mount FS fsck mount
mount

#to mount to fsck point type pass at boot
options

#

#/dev/dsk/c1d0s2 /dev/rdsk/c1d0s2 /usr ufs 1 yes
fd - /dev/fd fd - no -

/proc - /proc  proc - no -

/dev/dsk/c0t10d0s1 - - swap - no -
/dev/md/dsk/d0 /dev/md/rdsk/d0 / ufs 1 no -
/dev/md/dsk/d3 /dev/md/rdsk/d3 /usr ufs 1 no -
/dev/md/dsk/d1 /dev/md/rdsk/d1 /var ufs 1 no -
/dev/md/dsk/d2 /dev/md/rdsk/d2 /opt ufs 2 yes -
/dev/md/dsk/d4 /dev/md/rdsk/d4 /tmp ufs 2 yes -
/dev/md/dsk/d5 /dev/md/rdsk/d5 /data ufs 2 yes -
/dev/dsk/c1t5d0s6 /dev/rdsk/c1t5d0s6 /export/Tocal ufs

2 yes -

/dev/dsk/c1t5d1s0 /dev/rdsk/c1t5d1s0 /home_dirs ufs

2 yes -

Network File System server setup on AIX 5L

The NFS server daemons (rpc.mountd, nfsd, rpc.statd, and rpc.lockd) can be
started or stopped individually with the startsrc -s daemon. Alternatively, all the
NFS daemons can be started with startsrc -g nfs.

To share an NFS resource, either perform the task manually with the exportfs
command or automatically at boot time by placing an entry in the /etc/exports file.

If you make changes to the /etc/exports file, execute the exportfs -a command
to update the NFS shares without restarting the service.

To see which directories are being exported, enter:

exportfs
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Example 7-8 shows an AIX 5L /etc/exports file.

Example 7-8 Example of an AIX 5L /etc/exports file

/cdrom -ro,root=comaix13:comaixl4,access=comaix13:comaix14

/data2 -root=comaix1l3:comaix1l4,access=comaix13:comaixl4

/datal
-root=comaix13:comaix1l4:comaix06:comaixll:comaix10,access=comaix13:coma
ix14:comaix06:comaix10:comaix1l

Network File System client setup in AIX 5L

The NFS server daemons, biod, rpc.statd, and rpc.lockd, can be started or
stopped individually with startsrc -s daemon. Alternatively, all the NFS daemons
can be started with startsrc -g nfs.

To mount a shared NFS resource, either perform the task manually with the
mount command or automatically at boot time by placing an entry in the
/etc/filesystems file.

To see which file systems are being shared by another system, enter:

showmount -e hostname
Example 7-9 shows an entry in /etc/filesystems.

Example 7-9 An example of an entry in /etc/filesystems

/data2:
dev = /dev/fs1v00
vfs = jfs2
log = /dev/Toglv01l
mount = true
options = rw
account = false

For more information about NFS, refer to Chapter 4, “Disks and file systems” on
page 91.
7.6.8 Mail services

Solaris and AIX 5L both use sendmail as the mail transfer agent. For information
about configuring sendmail on AIX 5L, refer to the description provided in System
p AIX 5L Collaboration Center Commands Reference.
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7.7 Simple Network Management Protocol

Another commonly used remote system management service is the Simple
Network Management Protocol (SNMP). There are many tools available on cross
platforms, managed by the SNMP protocol. SNMP is an Internet Engineering
Task Force (IETF) standard and is perhaps the most widely implemented
standard for system management. The data model used by an SNMP service is
called a Management Information Base (MIB). Different sections of MIB are
supported by different devices and servers depending on the services available
on the system. For more information about the SNMP service, refer to the
Internet Engineering Task Force (ITEF) Web site at:

http://www.ietf.org

There are some differences between SNMP settings on Solaris 9 and AIX 5L
V5.3.

Any parameters that you configured in the Solaris Server
/etc/snmp/conf/snmp.conf file must be manually migrated to the SNMP
configuration files in AIX 5L.

In AIX 5L, since V5.3, the default SNMP agent running at system boot time is
SNMP V3, which uses the /etc/snmpdv3.conf file as its configuration file. The
/usr/sbin/snmpd on AIX 5L is a symbolic link to SNMP V3. If you want to use the
old SNMP configuration file, use the commands shown in Table 7-6.

Table 7-6 Modifying SNMP configuration

Command and option Task

/usr/sbin/snmp3_ssw -e Switch to the encrypted version of snmpdv3 agent
/usr/sbin/snmp3_ssw -1 Switch to the nonencrypted version of snmpdv3 agent
/usr/sbin/snmp3_ssw -1 Switch to the snmpdv1 agent

For information about how to migrate the configuration file between different
snmpd versions, refer to the documentation available online at:

http://inetsd0l.boulder.ibm.com/pseries/ca_ES/aixbman/commadmn/HT_comma
dmn_snmp_v1v3.htm

Another file that is available on AIX 5L V5.3 is /etc/clsnmp.conf, and its contents
are used by the c¢1snmp command. c¢1snmp provides SNMP manager functions
from the AIX 5L shell for querying SNMP agents about network management
information.
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Table 7-7 describes how to stop and start SNMP on the Solaris and AlX 5L

servers.

Table 7-7 Starting and stopping SNMP

Task Solaris AIX 5L

Stop /etc/init.d/init.snmpdx stopsrc -s snmpd
stop

Start /etc/init.d/init.snmpdx startsrc -s snmpd
start

Modify the /var/tmp/snmpd.log that records events from the snmpd daemon. If
the file is removed, it will be recreated by the snmpd daemon. The size of the

Nvar/tmp/snmpd.log file can be limited so that it does not grow indefinitely. Edit
the /etc/snmpd.conf file to change the number (in bytes) in the appropriate

section for size.

Simply refreshing the SNMP V3 agent will not work as it did in SNMP V1. If you
make changes to the /etc/snmpdv3.conf file, stop and start the daemon as
instructed earlier. The dynamic configuration function supported in SNMP V3
does not allow you to refresh.
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Boot and system
initialization

This chapter describes the differences in system booting and initialization
between Solaris and AlX.

This chapter contains the following topics:

» 8.1, “Booting a system” on page 214

8.2, “Useful commands” on page 223
8.3, “The /etc/inittab file” on page 225
8.4, “System shutdown” on page 233

S
S
S
» 8.5, “Network booting” on page 237
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8.1 Booting a system

This section provides information about specific ways in which to boot a system,
different booting sources, and an overview of the booting process.

8.1.1 Booting types

A server can be booted in several ways depending on the tasks the system

administrator has to perform.

Where the Scalable Processor ARChitecture (SPARC) platform has the
OpenPROM firmware to control and initiate the system booting, AIX 5L uses the
Read Only Storage Initial Program Load (ROS IPL). This phase includes a

power-on self test (POST), the locating the boot device, and loading the boot

kernel into memory.

Table 8-1 shows the equivalence between the Solaris and AlX 5L boot process
and locations of items that are involved in booting and shutting down a system in

AIX 5L and Solaris.

Table 8-1 Boot process comparison

Tasks

Solaris

AIX 5L

Boot process

Phases:

» Boot PROM: Display system
information, run POST, load
bootblk, locate ufsboot

» Boot programs: bootblk loads
and executes the ufsboot

» Kernel initialization: ufsboot
loads and executes the core
kernel, initializes core kernel
data structures, loads other
kernel modules based on the
/etc/system file, starts /sbin/init
program

» init: Starts other processes
based on the /etc/inittab file

Phases:

» ROS: Check the system board, perform
POST, locate the boot image, load the
boot image into memory, begin system
initialization and execute phase 1 of
the/etc/rc.boot script

» Base device configuration: Start
Configuration Manager to configure
base devices

» System boot: Start init process phase 2,
switch to hard disk root file system, start
other processes defined by records in
the /etc/inittab file and execute phase 3
of the /etc/rc.boot script

Kernel modules

Kernel modules are stored in three

Kernel and kernel extension modules are

directory directories: stored in two directories:
» /platform/sparc/kernel or » /ust/lib/boot
/platform/i86pc/kernel » Jusr/lib/drivers
» /kernel
» Jusr/kernel
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Tasks

Solaris

AIX 5L

System-run levels

Eight run levels:

» 0: Power-down state

s or S: Single-user state

1: Administrative state

2: Multiuser state

3: Multiuser state with NFS

resources shared (default run

level)

» 4: Alternative multiuser (nit in
use)

» 5: Power-down state

» 6: Reboot to run level 3 state

vyvyyvyy

Defined run levels:

» 0-1: Reserved for future use

» 2: Multiuser mode with NFS resources
shared (default run level)

» 3-9: Defined according to user’s
preferences

» m, M, s, S: Single-user mode
(maintenance level)

» a, b, c: Starts processes assigned to the
new run levels while leaving the existing
processes at the current level running

» Q, q: init command to reexamine the
/etc/inittab file®

Determine a who -r who -r
system’s run level
Change a Choose one of the following: » init or

system’s run level

halt
init
poweroff
reboot
shutdown
telinit
uadmin

vyVVYyVYYVYYVYYy

» telinit level number

Startup script

/sbin/rc run-level number

/etc/rc

Use new kernel

N/A

boshoot -k

Shutdown and

» reboot or

» reboot (single-user mode) or

reboot » shutdown -i 6 » Shutdown -Fr
Shutdown » 1init 5 » shutdown or
» shutdown » halt
» haltor
» poweroff (ok prompt only)

a. When a level from 1 - 9 is specified, the init command kills processes at the current level and
restarts any processes associated with the new run level based on the /etc/inittab file.
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8.1.2 Overview of Solaris for SPARC booting process

In Solaris for SPARC, booting a kernel is the task of the PROM chip with the
monitor program. This controls the operation of the system before the kernel is
available. It then begins the boot process:

1.
2.
3.

POST is run.
The proper device for booting is identified and initialized.

PROM loads the primary boot program, bootblk, whose purpose is to load the
secondary boot program that is located in the UNIX file system (UFS), from
the default boot device.

The bootblk program finds and executes the secondary boot program,
ufsboot, and loads it into the memory.

5. After the ufsboot program is loaded, the ufsboot program loads the kernel.

6. The kernel initializes itself and begins loading modules by using ufsboot to

read the files. When the kernel has loaded enough modules to mount the root
(/) file system, the kernel unmaps the ufsboot program and continues, using
its own resources.

7. Other kernel modules based on the /etc/system file are loaded.

The kernel creates a user process and the /sbin/init program is started, which
brings up the system based on the information in the /etc/inittab file.

The /sbin/init process starts the run control (rc) scripts that execute a series of
other scripts. These scripts (/sbin/rc*) check and mount the file systems, start
various processes, and perform system maintenance tasks.

8.1.3 Overview of the AIX 5L boot process

216

As an AIX 5L system administrator, you must have a general understanding of
the boot process. This knowledge is useful for solving problems that prevent a
system from booting properly. These problems can be related to both software

and hardware. It is also important to be familiar with the hardware configuration
of your system.

Booting involves the following steps:

1.

As with Solaris, the initial step in booting a system is POST. Its purpose is to
verify that the basic hardware is in a functional state. The memory, keyboard,
communication, and audio devices are also initialized. You can see an image
or text for each of these devices displayed on the screen. It is at this point that
you can use the function key to choose a different boot list. The light-emitting
diode (LED) values displayed during this phase are model-specific.
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. System Read Only Storage (ROS) is specific to each system type. It is
necessary for AIX 5L V5.3 to boot, but it does not build the data structures
required for booting. It locates and loads the bootstrap code. System ROS
contains generic boot information and is operating system-independent.

. Software ROS (also called bootstrap) forms an initial program load (IPL)
control block that is compatible with AIX 5L V5.3. This takes control and
builds AIX 5L-specific boot information. A special file system located in
memory, which is called RAMFS, is created. Software ROS then locates,
loads, and turns over control to the AIX 5L boot logical volume (BLV). The
Software ROS is responsible for completing machine preparation in order to
enable it to start the AIX 5L kernel.

. A complete list of the files that are a part of the BLV can be obtained from the
/usr/lib/boot directory. The most important components are:

— The AIX 5L kernel

— Boot commands called during the boot process, such as bootinfo and
cfgmgr

— A reduced version of the Object Data Manager (ODM). Many devices
must be configured before hd4 is made available. Therefore, their
corresponding methods have to be stored in the BLV. These devices are
marked as base in PdDv. (Refer to Appendix C, “AIX 5L Object Data
Manager” on page 503.)

— The rc.boot script

. The AIX 5L kernel is loaded and takes control. The system displays 0299 on
the LED panel. All the previous codes are hardware-related. The kernel
completes the boot process by configuring the devices and starting the init
process. LED codes displayed during this stage are generic AlX 5L codes.

. So far, the system has tested the hardware, found a BLV, created the
RAMFS, and started the init process from the BLV. The rootvg has not yet
been activated. From here on, the rc.boot script is called three times, and is
passed a different parameter each time.

During boot phase 1, the following actions take place:

a. The init process started from RAMFS executes the boot script rc.boot 1. If
the init process fails for some reason, code c06 is shown on the LED
display.

b. At this stage, the restbase command is called to copy a partial image of
the ODM from the BLV into the RAMFS. If this operation is successful, the
LED display shows 510; otherwise, LED code 548 is shown.

c. After this, the cfgmgr -f command reads the Config_Rules class from the
reduced ODM. In this class, devices with the attribute phase=1 are
considered to be base devices. Base devices are devices that are
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necessary to access rootvg. If, for example, the rootvg is located on a hard
disk, all the devices starting from the system board up to the disk must be
initialized. The corresponding methods are called so that rootvg can be
activated in boot phase 2.

d. Atthe end of boot phase 1, the bootinfo -b command is called to
determine the last boot device. At this stage, the LED shows 511.

In boot phase 2, the rc.boot script is passed to the parameter 2. During this
phase the following steps take place:

a. The rootvg volume group is varied on with the special version of the
varyonvg command, the ip1_varyon command. If this command is
successful, the system displays 517. Otherwise, one of the LED codes,
552, 554, or 556, is displayed, and the boot process is halted.

b. Root file system hd4 is checked using the fsck -f command. This verifies
whether the file system is unmounted cleanly before the last shutdown. If
this command fails, the system displays code 555.

c. The root file system (/dev/hd4) is mounted on a temporary mount point
(/mnt) in RAMFS. If this fails, 557 is displayed in the LED display.

d. The /usr file system is verified using the fsck -f command and then
mounted. If this operation fails, the LED 518 is displayed.

e. The /var file system is verified using the fsck -f command and then
mounted. The copycore command checks if a dump occurred. If it did, it is
copied from the default dump devices, /dev/hd6, to the default copy
directory, /var/adm/ras. Afterwards, /var is unmounted.

f. The primary paging space from rootvg /dev/hd6 is activated.

g. The mergedev process is called and all the /dev files from the random
access memory (RAM) file system are copied on to the disk.

h. All the customized ODM files from the RAM file system are copied to disk.
Both the ODM versions from hd4 and hd5 are now synchronized.

i. Finally, the root file system from rootvg (disk) is mounted over the root file
system from the RAMFS. The mount points for the rootvg file systems
become available. Now, the /var and /usr file systems from rootvg are
mounted again on their ordinary mount points.

j- No console is available at this stage. Therefore, all the boot messages are
copied to aleg. The alog command maintains and manages logs.

After phase 2 is completed, rootvg is activated and the following steps take
place:

a. The /etc/init process is started. It reads the /etc/inittab file and calls rc.boot
with argument 3.
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b. The /tmp file system is mounted.
c. The rootvg is synchronized by calling the syncvg command and launching

it as a background process. As a result, all the stale partitions from rootvg
are updated. At this stage, LED code 553 is shown.

d. At this stage, the cfgmgr command is called. If the system is booted in

normal mode, the cfgmgr command is called with option -p2. If the system
is booted into service mode, the cfgmgr command is called with option -p3.
The cfgmgr command reads the Config_rules file from ODM and calls all
the methods corresponding to either phase=2 or phase=3. All the other
devices that are not base devices are configured at this time.

e. The console is then configured by calling the cfgcon command. After the
configuration of the console, boot messages are sent to the console if no
STDOUT redirection is made. However, all the missed messages can be
found in /var/adm/ras/conslog. The LED codes that might be displayed at
this time are:

¢ ¢31: Console is not yet configured. Provides instructions to select
console.

e ¢32: Console is an LFT

e c33:Consoleisa TTY

¢ ¢34: Console is a file on the disk

f. Finally, the synchronization of the ODM in the BLV with the ODM from the

/(root) file system is performed by the savebase command.
g. The syncd daemon and errdemon are started.
h. The LED display is turned off.
i. If the file /etc/nologin exists, it is removed.

j- If there are devices marked as missing in CuDv, a message is displayed

on the console.

k. The message system initialization that is completed is sent to the console.
The execution of the rc.boot is completed. Process init continues
processing the next command from /etc/inittab.

8.1.4 Boot modes

In AIX 5L, there are five different startup modes:

>

>
>
>
>

Normal

System Management Service (SMS)

Diagnostic with default bootlist (DIAG_DEFAULT)
Diagnostic with stored bootlist (DIAG_STORED)
Open Firmware OK prompt (OPEN_FIRMWARE)
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This section describes the five startup modes.

Normal mode

By default, the machine uses the “normal” boot list, which usually contains one or
more hard drives. When the machine performs a normal boot, it completes the
full AIX 5L boot sequence and start processes, enables terminals, and generates
a login prompt to make it available for multiuser access.

System Management Services

Another boot option for the IBM eServer pSeries and IBM RS/6000 is to boot a
machine-specific code called the System Management Service (SMS) programs.
These programs are not a part of AIX 5L. This code is shipped with the hardware
and is built into the firmware. It can be used to examine the system configuration
and set boot lists without the aid of an AIX 5L operating system. It is invoked
during the initial stages of the boot sequence using the F1 key or the 1 key.

Tip: To start System Management Service, reboot the system. Press the F1
key or the 1 key when the monitor light turns green. You have approximately
15 seconds to press F1 or 1. When all the device icons (or words) display in
the monitor, it is too late to interrupt the boot sequence, and the system boots
from the default boot list, for example, hdiskO.

The System Management Service menu varies depending on the model,
generally, there are four main services. These are shown in Table 8-2.

Table 8-2 System Management Service menu

System Management Service Explanation
menu
Language Select from English, French, German, Italian,

Spanish, and the default language

Set up Remote IPL

View or change the boot list

Utilities Set power on and supervisory passwords, update
firmware, select console, and so on.
Exit Return to previous screen
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Maintenance mode

A machine is started from a hard disk, network, tape, or CD-ROM with the boot
mode set to maintenance, through the Hardware Management Console (HMC)
or with the key in the service position on an older system. This condition is also
called maintenance mode. In maintenance mode, a system administrator can
perform tasks such as installing new or updated software and running diagnostic
checks.

Diagnostic with default bootlist (DIAG_DEFAULT)

The logical partition boots using the default boot list that is stored in the system
firmware. This mode is normally used to boot customer diagnostics from the
CD-ROM drive. Use this boot mode to run stand-alone diagnostics.

Diagnostic with stored bootlist (DIAG_STORED)

The logical partition performs a service mode boot using the service mode boot
list saved in nonvolatile random access memory (NVRAM). Use this boot mode
to run online diagnostics.

OPEN_FIRMWARE

The logical partition boots to the open firmware prompt. This option is used by
service personnel to obtain additional debug information.

Note: Any change you make to the boot mode from the HMC takes effect only
after you shut down the logical partition and reactivate that partition profile.

All the machines have a normal boot list and one or more service boot lists. The
normal boot list is the default boot list.

To view the normal boot list, type the following in an AIX 5L command prompt:

# bootlist -m normal -o

Change the boot list using the same command:

# bootlist -m normal hdiskX “2nd device”

Systems use sounds and graphics to show the different phases of the boot
process, for example, as soon as you power on the system, an audio beep is
produced when the processor is found to be active, the PowerPC logo is shown
(or the text presented) when the system memory checking is completed, and the
device logos are shown for all the devices that have a valid address. At the end
of the device logo display, if the system ROS is not damaged, an audio beep is
produced again.
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Several systems have LED displays to show what phase of the boot process the
system is going through. If something goes wrong, you can interpret the LED
codes and take the appropriate action to rectify the problem.

8.1.5 Using the Hardware Management Console to perform a slow

boot

In some cases, you must perform a slow mode boot in order to perform extended
diagnostic testing.

Note: A slow mode boot might yield a new reference code on the control
panel, or new errors in the service processor error log. When the server
reports a new error code, record it for use in the subsequent steps.

Perform the following tasks:

1.
2.
3.

N o o &

9.

Record any reference codes appearing in the control panel or the HMC.
Shut down all the logical partitions and the server.

In the navigation area, select Server and Partitions — Server
Management.

Select the server you want to perform a slow boot on.
Select Selected — Properties.
Click the Power-On Parameters tab.

In the Advanced Options section of the window, click the Show details
button.

Record the current boot setting in the power-on speed override box and
select Slow in the power-on speed override list.

Note: These settings apply to all future boots. After you complete the
service action, change the settings back to what you recorded in step 8.

Click OK.

10.After completing the tasks, return to the step in the procedure that caused you

to perform a slow boot. This ends the procedure.
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8.2 Useful commands

The commands that are used to manage system startup, shutdown, and related
tasks are discussed in the following sections.

Using the alog command

There might be instances when you must trace the boot process and obtain it if
something went wrong with the system during the boot process. AIX 5L provides
you with an excellent tool to monitor these problems with the alog command.

The alog command maintains and manages logs. It reads standard input, writes
to standard output, and copies the output into a fixed-size file. This file is treated
as a circular log. If the file is full, new entries are written over the oldest existing
entries.

The alog command works with the log files that are specified in the command
line or with logs that are defined in the alog configuration database.

The most common flags used with the alog command and their descriptions are
provided in Table 8-3.

Table 8-3 Command flags for the alog command

Flag Description

-f LogFile Specifies the name of a log file. If the specified log file does not
exist, one is created. If the alog command is unable to write to
the log file, it writes to /dev/null.

-L Lists the log types currently defined in the alog configuration
database. If you use the -L flag with the -t LogType flag, the
attributes for a specified LogType are listed.

-0 Lists the contents of the log file. Writes the contents of the log
file to standard output in sequential order.

-q Copies standard input to the log file, but does not write to
standard output.

-t Identifies a log defined in the alog configuration database. The
alog command gets the log's file name and size from the alog
configuration database.

Following are some examples of the alog command:
» To view the boot log, run the following command:
# alog -o -t boot
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» To record the current date and time in a log file named /tmp/mylog, run the
following command:

# date | alog -f /tmp/mylog
» To view the list of logs defined in the alog database, run:

# alog -L

Using the bootlist command

The boot1ist command allows you to display and alter the list of boot devices
from which the system can be booted. When the system is booted, it scans the
devices in the list and attempts to boot from the first device it finds containing a
boot image. This command supports the updation of the following boot lists:

» Normal boot list

The normal list designates possible boot devices for when the system is
booted in normal mode.

» Service boot list

The service list designates possible boot devices for when the system is
booted in service mode.

» Previous boot device

This entry designates the last device from which the system booted. Some
hardware platforms might attempt to boot from the previous boot device
before looking for a boot device in one of the other lists.

Support of these boot lists varies from platform to platform. Some platforms do
not have boot lists. When searching for a boot device, the system selects the first
device in the list and determines if it is bootable. If no boot file system is detected
on the first device, the system moves on to the next device in the list. Because of
this, the ordering of devices in the device list is extremely important.

The general syntax of the command is as follows:

# bootlist [ {{-m Mode }[ -r J[ --0o 1 [[ --i 1| [[ --f File ]
[Device [Attr=Value ...] ...] ] ]

The most common flags used with the boot1ist command are provided in
Table 8-4.

Table 8-4 Command flags for the bootlist command

Flag Description

-m mode Specifies which boot list to display or alter. Possible
values for the mode variable are normal, service,
both, or prevboot.
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Flag

Description

-f File

Indicates that the device information is to be read
from the specified file name

Indicates that the device list specified by the -m flag
should be invalidated

Displays bootlist with the -m flag. Applies only to AlX
5L V4.2 or later.

Indicates whether to display the specified bootlist
after any specified alteration is performed.

Some examples of the boot1ist command are:

» To display a boot list (AIX 5L V4.2 or later), use the following command:

# bootlist -m normal -o

fdo
cd0

hdisk0

» To make changes to your normal boot list, use the following command:
# bootlist -m normal hdiskO cdO

8.3 The /etc/inittab file

The /etc/inittab file has the same purpose in both the operating systems, that is,
when the kernel loads the /sbin/init program, it reads this file to see what the
default run level is and what scripts must be run. After initialization, the
information in this file is used whenever the administrator changes the run level

of the system.

If you modify the /etc/inittab file and want to instruct init to reload it, do so with the
init q or the init Q commands.

The syntax of this file is almost the same in both Solaris and AlX. For more
information about this file, refer to the man page for inittab.
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8.3.1 Startup process in Solaris

The /etc/inittab file is configured in Solaris to reach run level 3, by first running the
scripts for run level 2 and then the scripts for run level 3. But in AlX, there is only
one set of scripts for each run level, meaning that for run level 2, the init program
runs only the scripts for run level 2 if they have been assigned the value 2 in the
inittab file. It does not run the lower run level scripts to get to its intended run
level. Pay extra attention to where you are manually placing an rc script.

8.3.2 Startup process in AIX 5L

The /etc/inittab file (Figure 8-1 on page 229) lists the processes that init starts. It
also specifies when to start them. If this file gets corrupted, the system does not
boot properly. It is useful to keep a backup of this file. The default run level on
AIX 5L is run level 2.

The fields are:

» identifier

Up to 14 characters that identify the process. Terminals use their logical
device name as an identifier.

» runlevel

Defines what run levels the process is valid for. AIX 5L uses run levels of O -
9. If the telinit command is used to change the run level, a SIGTERM signal
is sent to all the processes that are not defined for the new run level. If, after
20 seconds, a process has not terminated, a SIGKILL signal is sent. The
default run level for the system is 2, which is AIX 5L multiuser mode.

» action
How to treat the process. The valid actions are:
— respawn

If the process does not exist, start the process. Do not wait for its
termination. Continue scanning the /etc/inittab file. Restart the process
when it dies. If the process exists, do nothing and continue scanning the
/etc/inittab file.

— ondemand

Functionally identical to respawn, except that this action applies to the a,
b, or c values, not to run levels.
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— wait

When the init command enters the run level that matches the entry’s run
level, start the process and wait for its termination. All the subsequent
reads of the /etc/inittab file when the init command is in the same run
level causes the init command to ignore this entry.

— once

When the init command enters a run level that matches the entry's run
level, start the process, and do not wait for its termination. When it dies, do
not restart the process. When the system enters a new run level, and the
process is still running from a previous run level change, the program will
not be restarted. All the subsequent reads of the /etc/inittab file when the
init command is in the same run level causes the init command to
ignore this entry.

— sysinit

Entries of this type are executed before the init command tries to access
the console before login. It is expected that this entry will only be used to
initialize the devices on which the init command might try to ask the run
level question. These entries are executed and waited for before
continuing.

— off

If the process associated with this entry is currently running, send the
warning signal (SIGTERM), and wait 20 seconds before terminating the
process with the kill signal (SIGKILL). If the process is not running, ignore
this entry.

— command
The AIX 5L command to run to start the process.
— boot

Process the entry only during system boot, which is when the init
command reads the /etc/inittab file during system startup. Start the
process, do not wait for its termination, and when it dies, do not restart the
process. For the instruction to be meaningful, the run level must either be
the default or it must match the init command's run level at boot time.
This action is useful for an initialization function following a hardware
reboot of the system.

— powerfail

Execute the process associated with this entry only when the init
command receives a power fail signal (SIGPWR).
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— powerwait

Execute the process associated with this entry only when the init
command receives a power fail signal (SIGPWR), and wait until it
terminates before continuing to process the /etc/inittab file.

bootwait

Process the entry the first time the init command goes from the single
user state to the multiuser state after the system is booted. Start the
process, wait for its termination, and when it dies, do not restart the
process. If the initdefault is 2, run the process immediately after the boot.

initdefault

An entry with this action is only scanned when the init command is
initially invoked. The init command uses this entry, if it exists, to
determine which run level to enter initially. It does this by taking the
highest run level specified in the run level field, and uses that as its initial
state. If the run level field is empty, this is interpreted as 0123456789.
Therefore, the init command enters run level 9. Additionally, if the init
command does not find an initdefault entry in the /etc/inittab file, it
requests an initial run level from the user at boot time.
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Figure 8-1 shows an sample AIX 5L /etc/inittab file.

Note - initdefault and syszinit should be the first and second entry.

init:2:initdefault:

bro::sysinit:/sbhinfrc.boot 3 >/dev/conscole 2:£1 # Phase 3 of system hoot

powerfail::powerfail:/ete/ro.powerfail Z»£1 | alog -thoot > fdev/console # Power
Failure Detection

miatmpve: 2 tonce: fusr/shin/mkatwpwe x>/ dev/console 2x&1

atmavod:2ionce: fusr/shinfatmsved »/dev/console 2x&1

loadedhit:2iwait: /fetce/methods/cfy6d »/dev/console 2x&1 # Enable f4-hit execs

tunables: 23456789 1 mait: fusr/sbhin/ tunrestore -F > /dev/console 2x>&1 # Set tunable

=

ro:23456789 :wait fetei/re 2rel | alog -thoot > fdev/console # Multi-TUser checks

fheheck: 23456789 1vait: fusr/shin/ fheheck 2x&1 | alog -thoot > fdev/console # run

Jetn/firathoot

sromstr:Z3456780 i respavn: fusr/shin/sromstr # System Resource Controller

rotcpip:23456789; iwait: fetes/re.topip > fdeviconsole Z:51 # Jtart TCP/IF daemons

sniinst:2:wait:/var/adm/sni/sniprei > /dev/console Z>£1

ronfs:23456789 i wait: fetefre.nfs > fdev/console 2:x&l1 # Start NFS Daswons

cron: 23456789 respawn: fusr/shin/cron

piche:2:wait:/usr/ lib/lpd/picfete/pininit »/dev/null 2>£1 # pbh cleanup

cons: 0123456789 :respavn: fusr/shin/getty fdev/console

cdaemon: 23456789 1 wait: fusr/hin/startsre —sqdasmon

writesrv:Z3456789:mait:/usr/bhin/startsre -suritesrv

uprintfd: 23456789 1 respavn: fusr/shin/uprintfd

shdaemon: Z:ioff:/usr/sbin/shdaemon »/dev/oonsole Zx&1 # High swvailsbility dasmon
1Z:Z:rwaic:fece/ro.dfre 2

13:3rwaic:fece/ro.dfre

l4:d:waic:fetc/ro.df e

15:5:waic:fetc/ro.df e

la:a:wait: fetc/re.df e

17:7:wait: fetc/re.df e

18:8:wait:fetc/ro.df e
19:9:wait:/ete/re.dfre 9

naudio: :hoot:/usr/sbhin/naudio > Sdevinull

nthl reset:Z:onee:/usr/bin/nthl reset_datafiles

roml:Zionce:/usr/snifains3ifre.ml > fdev/oonsole 2xel
logaymp:2:once: fusr/ libh/ras/ logsymptom # for system dunps

perfstat:Z:ionce:/usr/lib/perf/ libperfatat_updt dictionary »/dev/console 261

diagd:Z:once:/usr/ lpp/diagnostics/bin/diayd »/dev/conscole Z:x&l

ctrme:Zionce:/usr/bhin/startsre -8 ctrme > fdev/oconsole Zxel

ha star:hZ:once:/etc/roc.ha star »/dev/console 2x&l

Webserverstart:Zionce: >/ dev/null Zx&l

L I R ) R )

Figure 8-1 Sample AIX 5L /etc/inittab file

The format of the /etc/inittab is:

id:runlevel:action:command

The inittab file is reread by the init daemon every 60 seconds. The telinit g

command is required only if you cannot wait for the next 60-second check.
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To list all the entries that are currently in the /etc/inittab file, use the following
command:

# lsitab -a

To add records into the inittab file, use the mkitab command, for example, to add
an entry for tty4, enter the following command:

# mkitab "tty4:2:respawn:/usr/shin/getty /dev/tty4"
Use the -i option to add records after a particular entry.

To change the currently existing entries from this file, use the chitab command,
for example, to change tty4's run level, enter the following command:

# chitab "tty4:23:respawn:/usr/shin/getty /dev/tty4"

To remove the currently existing entries from this file, use the rmitab command,
for example, to remove the tty entry shown previously, enter the following
command:

# rmitab ttyd

8.3.3 AIX 5L run levels

AIX 5L uses a default run level of 2. This is the normal multiuser mode. AIX 5L
does not follow the System V R4 run level specification with special meanings for
run levels 0, 3, 5, and 6. In AIX 5L, run levels of O -1 are reserved, 2 is the
default, and 3 - 9 can be defined according to the system administrator's
preference.

There are three other values that appear in the run level field, even though they
are not true run levels: a, b, and c. Entries that have these characters in the run
level field are processed only when the telinit command requests them to be
run (regardless of the current run level of the system). They differ from run levels,
in that, the init command can never enter run level a, b, or c. Also, a request for
the execution of any of these processes does not change the current run level.
Furthermore, a process started by an a, b, or c command is not killed when the
init command changes levels. They are only killed if their line in the /etc/inittab
file is marked off in the action field, their line is deleted entirely from /etc/inittab,
or the init command goes into single-user mode.

The telinit command can be used to change the run level of the system. This
can also be accomplished by using the smitty telinit fast path. When the
telinit command is used to change the run level, the system begins to respond
by telling you which processes are terminating or starting as a result of the
change in the run level.
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Use the shutdown -m command to enter maintenance mode. When the system
enters maintenance mode from another run level, only the system console is
used as the terminal.

Each run level has a set of scripts associated with it called run control (rc) files.

In Solaris, each run level has a master script, /sbin/rcX, where X is the run level,
and an associated directory in /etc/rcX.d/, where X is again the run level.

When entering a run level, the init program starts the corresponding /sbin/rcX
script, which in turn executes the associated scripts from /etc/rcX.d/.

For AlX, run-level scripts allow users to start and stop selected applications when
changing the run level. Scripts beginning with “K” are stop scripts and scripts
beginning with “S” are start scripts.

These scripts reside on the subdirectory that is specific to the run level they
belong to. Each subdirectory has the form rcn.d, where n is the run level:

/etc/re.d/rc2.d
/etc/rc.d/rc3.d
/etc/rc.d/rcd.d
/etc/rc.d/rc5.d
/etc/rc.d/rc6.d
/etc/re.d/rc7.d
/etc/rc.d/rc8.d
/etc/rc.d/rc9.d

YyVyVYyYVYVYVYYY

The /etc/re.d/rc script runs the start script it finds in the specified directory and
executes it when the run level changes. The script first runs the stop application
scripts, and then runs the start application scripts.

System Resource Controller

Many lines in the /etc/inittab file contain one or several System Resource
Controller (SRC) statements. The SRC provides a set of commands to make it
easier for the administrator to control the subsystems.

A subsystem group is a group of any specified subsystems. The grouping
systems together allow the control of several subsystems at one time, for
example, TCP/IP, Systems Network Architecture (SNA), Network Information
Service (NIS), and Network File System (NFS).

A subserver is a program or process that belongs to a subsystem. A subsystem
can have multiple subservers and is responsible for starting, stopping, and
providing the status of subservers.
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Subservers are started when their parent subsystems are started. If you try to
start a subserver and its parent subsystem is not active, the startsrc command
starts the subsystem also. The relationship between the group and the
subsystem can easily be seen from the output of 1ssrc -a.

Following are some examples of this command:

» To list the SRC status, run the command shown in Example 8-1.

Example 8-1 SRC status

# 1ssrc -g nfs

Subsystem Group PID Status
biod nfs 11354  active
rpc.lockd nfs 11108 active
nfsd nfs inoperative
rpc.statd nfs inoperative
rpc.mountd nfs inoperative

» To list the long status of a subsystem, run the command as shown in
Example 8-2.

Example 8-2 Long-format SRC status

# 1ssrc -1s inetd

Subsystem Group PID Status

inetd tcpip 10322 active
Debug Not active
Signal Purpose

SIGALRM Establishes socket connections for failed services.
SIGHUP Rereads the configuration database and reconfigures
services.

SIGCHLD Restarts the service in case the service ends abnormally.
Service Command Description Status
cmsd /usr/dt/bin/rpc.cmsd cmsd 100068 2-5 active
ttdbserver  /usr/dt/bin/rpc.ttdbserver rpc.ttdbserver 100083 1
active

dpc1SD /etc/dpc1SD dpc1SD /etc/dpcld active
pmv4 /etc/pmdv4 pmdv4 active
dtspc /usr/dt/bin/dtspcd /usr/dt/bin/dtspcd active
time internal active
daytime internal active
time internal active
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daytime internal active

ntalk Jusr/sbin/talkd talkd active
exec /usr/shin/rexecd rexecd active
Togin /usr/sbin/rlogind rlogind active
shell /usr/sbin/rshd rshd active
telnet /usr/sbin/telnetd telnetd -a active
ftp /usr/sbin/ftpd ftpd active

» To start a subsystem, run:

# startsrc -s 1pd
0513-059 The 1pd Subsystem has been started. Subsystem PID is 24224.

» To stop a subsystem, run:

# stopsrc -s 1Ipd

0513-044 The Tpd Subsystem was requested to stop.
For more information about the AIX 5L boot and startup process, refer to the
following publications:

» Systems Management Guide: Operating Systems and Devices" section of the
System p AlX Collaboration Center Commands Reference

» IBM eServer Certification Study Guide - pSeries AlX System Administration,
SG24-6191

http://www.redbooks.ibm.com/abstracts/sg246191.html

» IBM eServer Certification Study Guide - AlIX 5L Installation and System
Recovery, SG24-6183

http://www.redbooks.ibm.com/abstracts/sg246183.html1?0pen

8.4 System shutdown

Mission critical UNIX servers are made to be left powered on continuously.
However, you have to halt or shut down the system and sometimes remove the
power when performing some maintenance tasks. These tasks could include the
following:

» Turning off a system’s power due to an anticipated power outage

» Adding or removing system hardware that is not hot-pluggable or
hot-swappable

» Moving a system from one location to another
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In Solaris you can use shutdown, init, telinit, and the halt commands to
bring the system down. In AIX, shutdown and halt are the main commands. For
init and telinit, there is no predefined level for bringing the system down.
However, an init level can be customized to do this.

Solaris

In Solaris, one of the most commonly used methods for shutting down is the init
command. The command format is init [0123456s].

» To shut down the system and reach the programmable read-only memory
(PROM) monitor level, run the following:

# init 0
» To perform a simple reboot, run the following:
# init 6
Note: When using the init command, no shutdown message is sent to the
users. The init command performs a clean shutdown.

Solaris also has the shutdown command. The command format is:
shutdown [ -y ] [ -g seconds ] [ -i init state ] [ message ]

» The -y flag continues to shut down the machine without further intervention. If
it is not specified, users are asked whether they want to continue or not after
60 seconds.

» The -g flag indicates the time in seconds before the system is shut down. The
default is 60 seconds.

» The -i flag brings the system to an init state that is different from the default of
S. The choices are 0, 1, 2, 5, and 6.

AIX

For AlX, the shutdown command is the most useful command because it has
more options available.

The shutdown command halts the OS. Only a user with root user authority can
run this command. During the default shutdown, users are notified (by a wall
command) of the impending system shutdown with a message. However,
shutdown is not complete until the user receives a shutdown completion
message.

Important: Do not attempt to restart the system or turn off the system before
the shutdown completion message is displayed. Otherwise, file system
damage might occur.
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When the shutdown time approaches, warning messages are displayed on the
terminals of all the users on the system.

Note: The “Halt Completed” message is not displayed in the tty from which
the shutdown is invoked if it is connected to the system through a multiport
adapter.

After the specified number of seconds (60 by default), the system stops the
accounting and error logging processes and writes an entry to the error log. The
shutdown command then runs the killall command to end any remaining
processes and the sync command to flush all the memory resident disk blocks.
Finally, it unmounts the file systems and calls the halt command.

Note: Users who have files open on the node that is running the shutdown
command, but are not logged into that node, are not notified about the
shutdown.

If you request a complete halt to the OS, the shutdown command stops all the
processes, unmounts all the file systems, and calls the halt command.

The system administrator can place local customized shutdown procedures in a
shell script named /etc/rc.shutdown. If it exists, this script runs at the beginning of
the shutdown. If the script runs, but fails with a non-zero return code, the
shutdown stops. Table 8-5 shows the shutdown options.

Attention: If you are bringing the system down to maintenance mode, run the
shutdown command from the /(root) directory to ensure that it can cleanly
unmount the file systems.

Table 8-5 Shutdown options

Flag Explanation

-d Brings the system down from a distributed mode to a multiuser mode

-F Performs a quick shutdown, bypassing the messages to other users and bringing the system
down as quickly as possible

-h Halts the OS completely

Specifies interactive mode. Displays the interactive messages to guide the user through the
shutdown.
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Flag Explanation

-k Allows the administrator to broadcast the shutdown warning messages without causing the
system to shut down. When the -k flag is used, no other shutdown activity, except sending
messages occurs, for example, no processes are killed, no activity is logged in
/etc/shutdown.log if the -l flag is specified, and if an /etc/rc.shutdown script exists, it does not
run.

-m Brings the system down to maintenance (single-user) mode.

-r Restarts the system after being shut down with the reboot command.

-l Creates or appends the /etc/shutdown.log file that contains information about the file
systems, daemons, user login, licensing services, and the network interfaces being brought
down. The file might be used for diagnostic and debugging purposes in the event of
shutdown failures.

-t Restart the system on the date specified by using the following:
mmddHHMM  [yy]

Here, mm specifies the month.
To turn off the machine, use the shutdown command. This shuts down the
system, waiting for a minute before stopping the user processes and the init
process.
To give users more time to finish what they are doing and bring the system to
maintenance mode, use the following command:
shutdown -m +2
This brings the system down from multiuser mode to maintenance mode after
waiting for two minutes.
To restart the machine as quickly as possible, use the following command:
shutdown -Fr now
The file /usr/sbin/shutdown contains the shutdown command.
Using the halt command
The halt command writes data to the disk and then stops the processor. The
machine does nof restart.
Following are a few considerations that you must keep in mind when using the
halt command:
» Only a root user should run this command.
» Do not use this command if other users are logged into the system. If no other
users are logged in, the halt command can be used.
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» Use the halt command if you are not going to restart the machine
immediately or if the shutdown command hangs or fails for some reason.

» When the message “Halt completed” is displayed, turn the power off.

For more information refer to the system manual page for halt:

# man halt

8.5 Network booting

Sometimes, it is useful to boot from the network. Both Solaris and AIX 5L support

network booting. This section describes how to set up a machine to act as a

network boot server and how to boot an AIX 5L system from the network as a

client.

Solaris network boot server setup
In Solaris, configure the services as shown in Table 8-6.

Table 8-6 Solaris network boot services

Service

Description

rarp

For serving IP address information

bootparams

For boot information

dhcp

Can be used instead of rarp and bootparams for network boot
configuration

tftp

For serving the proper kernel from /tftpboot

nfs

For sharing file systems

This task can be performed manually (editing the configuration files), or
automatically (using the add_install_client script from the installation CD or

DVD).

AIX 5L network boot server setup

When a node boots over the network, it issues a bootp request on that network,
specifying its network device hardware address. The boot/install server has a list
of nodes it boots and their associated hardware Ethernet addresses. Therefore,

it replies to only those bootp requests for which it has an entry.
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The following entries are required in /etc/inetd.conf of your boot server to allow
the network boot of remote systems:

» bootps dgram udp wait root /usr/sbin/bootpd bootpd /etc/bootptab
» tftp dgram udp6 SRC nobody /usr/sbin/tftpd tftpd

The best solution for setting up a boot server is to use Network Installation
Management (NIM). For more information about setting up NIM master and NIM
clients, refer to 3.9.2, “Network Installation Management setup” on page 69.

238 Sun Solaris to IBM AIX 5L Migration: A Guide for System Administrators



Managing system resources

This chapter describes the differences in managing the system resources of
Solaris and AIX 5L. It provides details about the differences in the system
resources, along with the concepts, tasks, and commands used to control them.

This chapter discusses the following topics:

9.1, “Displaying system information” on page 240

9.2, “Resource management” on page 243

9.3, “Starting and stopping the system services” on page 250
9.4, “Scheduling services” on page 254

9.5, “Quotas” on page 256

9.6, “Process accounting” on page 259

9.7, “Management tools” on page 260

vyVVyVYyVYVYYVYY
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9.1 Displaying system information

Table 9-1 shows the basic information pertaining to the differences in the Solaris
and the AIX 5L operating systems (OS).

Table 9-1 Basic information

System information task | Solaris AIX 5L

System information uname uname

Processor information prtdiag or Isdev or
psrinfo Isattr

Memory size prtdiag or Isattr -EI memO
prtconf

Mounted file system df df

information

File usage du du

Host name information

host name or

host name or

uname -n uname -n
Serial number N/A Isattr -El sysO Igrep system
List process prstat nmon

top topas

ps ps
Adapter location prtdiag, cfgadm or Isdev

cat /etc/path_to_inst Iscfg or

Isslot

Network IP ifconfig ifconfig
Network route route route
Network connection ndd or netstat -v
feature kstat

Examples on AIX 5L

Example 9-1 shows the command for obtaining processor information.

Example 9-1 Processor information

# /usr/sbhin/1sdev -Cc processor
proc0 Available 00-00 Processor
# /usr/sbin/1sattr -E1 procO
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frequency 1656408000 Processor Speed False

smt_enabled true Processor SMT enabled False
smt_threads 2 Processor SMT threads False
state enable Processor state False
type PowerPC_POWER5 Processor type False

Example 9-2 shows the command to obtain information pertaining to the
memory.

Example 9-2 Memory information

# /usr/sbin/1sdev -Cc memory

L2cache0 Available L2 Cache

mem0 Available Memory

# /usr/sbin/1sattr -E1 mem0

goodsize 1024 Amount of usable physical memory in Mbytes False
size 1024 Total amount of physical memory in Mbytes False

Example 9-3 shows the command to obtain model and serial number.

Example 9-3 Model and serial number

# /usr/sbin/1sattr -E1 sysO |egrep "modelname|systemid"

modelname I1BM,9113-550 Machine name

False

systemid 1BM,02104790E Hardware system identifier
False

Example 9-4 shows the command to obtain network information.

Example 9-4 Network information

# /usr/bin/netstat -v

ETHERNET STATISTICS (ent0) :

Device Type: Virtual I/0 Ethernet Adapter (1-Tan)
Hardware Address: ba:8e:30:00:40:02

Elapsed Time: 0 days 20 hours 41 minutes 45 seconds

Transmit Statistics: Receive Statistics:
Packets: 17751 Packets: 208111
Bytes: 2087592 Bytes: 16661193
Interrupts: 0 Interrupts: 187222
Transmit Errors: 0 Receive Errors: 0
Packets Dropped: 0 Packets Dropped: 0
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Bad Packets: 0
Max Packets on S/W Transmit Queue: 0
S/W Transmit Queue Overflow: 0
Current S/W+H/W Transmit Queue Length: 0

Elapsed Time: 0 days 20 hours 41 minutes 44 seconds

Broadcast Packets: 56 Broadcast Packets: 188705
Multicast Packets: 2 Multicast Packets: 6

No Carrier Sense: 0 CRC Errors: 0

DMA Underrun: 0 DMA Overrun: 0

Lost CTS Errors: 0 Alignment Errors: 0

Max ColTlision Errors: 0 No Resource Errors: 0
Late Collision Errors: 0 Receive Collision Errors:
0

Deferred: 0 Packet Too Short Errors:
0

SQE Test: 0 Packet Too Long Errors: 0
Timeout Errors: 0 Packets Discarded by
Adapter: 0

Single Collision Count: 0 Receiver Start Count: 0

Multiple Collision Count: 0
Current HW Transmit Queue Length: 0

General Statistics:

No mbuf Errors: 0

Adapter Reset Count: 0

Adapter Data Rate: 20000

Driver Flags: Up Broadcast Running
Simplex 64BitSupport DataRateSet

Virtual I/0 Ethernet Adapter (1-lan) Specific Statistics:
RQ Length: 4481
No Copy Buffers: 0
Trunk Adapter: False
Filter MCast Mode: False
Filters: 255
Enabled: 1 Queued: 0 Overflow: 0
LAN State: Operational

Hypervisor Send Failures: 0

Receiver Failures: 0
Send Errors: 0
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Hypervisor Receive Failures: 0

ILLAN Attributes: 0000000000000000 [0000000000000000]

Buffers Reg Alloc Min Max MaxA LowReg
tiny 512 512 512 2048 512 510
small 512 512 512 2048 512 510
medium 128 128 128 256 128 128
large 24 24 24 64 24 24
huge 24 24 24 64 24 24

9.2 Resource management

On Solaris 9 and AIX 5L V5.3 OS, there are two basic ways in which to work with
resource management.

The first relates to hardware compatibility and is called domains in Solaris and
logical partitions (LPAR) in AIX 5L. In this method, you have separate OS
running in each domain or LPAR. Domains or LPARs provide absolute OS
separation. Thus, a task within one domain cannot affect other domains.

The name used to describe changing resources dynamically in a domain is
dynamic reconfiguration in Solaris and dynamic logical partitioning (DLPAR) in
AIX 5L.

The other way of working with resource management involves using a tool for
managing resources in the same OS. On Solaris servers, it is called Solaris
Resource Manager. On AIX 5L, a similar tool is called AIX 5L Work Load
Manager.

Another option is available in AIX 5L called Reliable Scalable Cluster Technology
(RSCT). This is a set of software components that together provide a
comprehensive clustering environment.

9.2.1 Solaris domains and dynamic reconfiguration

It is important to understand the concepts of domains and dynamic
reconfiguration in Solaris in order to make a comparison with the new features
available in AIX 5L.

In summary, to understand how domains run on Sun servers, refer to the

hardware manual and specifications. In general, for high-end servers, one
domain comprises a number of system boards and input/output (1/0) boards. The
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CPU and memory reside on the system boards, and the adapters reside on the
I/O boards. On IBM servers, you work directly with a number of processors,
memory, and adapters. This is a more flexible solution for administrators.

Therefore, for dynamic reconfiguration on Sun high-end servers, if you do not
have processors or memory on the system boards attached to a domain, you
have to add another system board.

9.2.2 Solaris Resource Manager

Solaris Resource Manager (SRM) software can be used for more advanced
resource management and control.

SRM consists of two rather disparate functions, resource limitations and
fair-share scheduling. Think of resource limitations as an extension of the
standard “limits” that can be set within Solaris. Fair-share scheduling is a new
scheduler that manages CPU scheduling based on the allocated shares, instead
of the usual “use-the-most-CPU-cycles” kind of scheduling.

SRM is not a replacement for domain or other “pure” resource use limiters, that
is, an OS crash takes down all the processes on that system (or within that
domain), including all the SRM jobs. SRM can therefore, help optimize the use of
a system and allow programs that might usually be mutually exclusive, to live in
harmony on a system.

Dynamic reconfiguration allows resources to move between domains, but testing
and planning must occur, and issues such as memory allocation must be
resolved (because an application suddenly has more memory available). SRM is
more flexible, but does not provide a wall between applications. It must be used
when fine-grained resource control is required, when resource-use changes
might be frequent, and on systems that do not have domain available. Of course,
it can be used in conjunction with domains for the most complete set of solutions.

9.2.3 AIX 5L logical partitioning, dynamic LPAR, and virtualization

In AIX 5L, LPAR management is simple and efficient. It is different from Solaris,
in that, all the dynamic reconfigurations or dynamic LPARs (DLPARs) work
directly on resource, without preoccupation with system boards or I/O boards.

This technology provides fine-tuning capability and resource allocation capability
of system resources, enabling better utilization of the system resources.

With shared processor LPARs on IBM p5 servers, multiple AlX 5L partitions can
simultaneously use individual processors, memory modules, and I/0O adapters.
Furthermore, each partition can draw on resources from multiple CPUs to meet

244 Sun Solaris to IBM AIX 5L Migration: A Guide for System Administrators



the requirements of a particular workload. Administrators can configure up to 10
instances of OS per CPU, whereby a partition can utilize the resources of a
single CPU in increments of 1/100. The superior granularity allows workloads to
be assigned to AIX 5L resources with great precision. By contrast, Sun’s
dynamic domains must be configured along the boundaries of four CPU
processor boards.

AIX 5L V5.3 running on POWER 5 and later based systems supports the sharing
of I/O across partitions. Using this capability, Ethernet adapters and fibre channel
adapters can be shared among multiple partitions. Small Computer System
Interface (SCSI) disks can also be virtualized and then shared across multiple
partitions, allowing partitions to boot from the internal SCSI disks. Administrators
can, for example, take a 200 GB SCSI disk, segment it into 10 GB chunks, and
assign these 10 GB chunks to 20 partitions, in which each chunk becomes a
virtual disk.

For more information about partition implementations on p5, refer to Partitioning
Implementations for IBM eServer p5 Servers, SG24-7039, which is available on
the Web at:

http://www.redbooks.ibm.com/redbooks/pdfs/sg247039.pdf

9.2.4 AIX 5L Partition Load Manager

The Partition Load Manager (PLM) for AIX 5L is designed to automate the
administration of memory and CPU resources across LPARs within a single
central electronics complex (CEC). To improve resource usage, PLM automates
the migration of these resources between partitions, based on partition loads and
priorities. Partitions with a high demand receive resources donated by or taken
from partitions with a low demand. A user-defined policy governs how resources
are moved. PLM does not contradict the partition definitions in the Hardware
Management Console (HMC). On the contrary, it adds additional flexibility on top
of the micropartitioning capability provided by the IBM POWER Hypervisor™.

LPARs are the major tools in server consolidation. But how can you manage
them? PLM is the solution for this.

PLM is a part of the Advanced POWER Virtualization feature. It is supported on
both the dedicated and the shared processor partitions of IBM System p5 servers
running AIX 5L V5.3 or AIX 5L V5.2 (ML4) or later. It can be started in either of
the following modes:

» In monitoring mode, PLM reports provide a number of statistics on resource
usage in the managed partitions.
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» In management mode, PLM initiates dynamic reconfiguration operations in
order to match system resources with partition workload in accordance with
the defined policy.

For complete information about how to work with PLM, refer to Chapter 7 of
Advanced POWER Virtualization on IBM System p5, SG24-7940, which is
available on the Web at:

http://www.redbooks.ibm.com/redbooks/pdfs/sg247940.pdf

9.2.5 AIX 5L Work Load Manager
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AIX 5L Workload Manager (WLM) and Solaris Resource Manager allows the
system administrator to divide resources between jobs. AIX 5L WLM, as part of
the Base Operating System (BOS), provides isolation between user communities
with different system behaviors. This prevents effective starvation of workloads
with certain characteristics (interactive or low CPU usage jobs) and by workloads
with other characteristics (batch or high memory usage jobs). CPU time,
memory, and I/O bandwidth are managed separately. Therefore, different styles
of applications can be managed.

AIX 5L WLM can ensure that at least a section of a process is stored in the
memory by providing a minimum memory allocation to the process, ensuring that
the entire process is never paged out. By contrast, the Solaris 9 Workload
Manager software does not support minimum physical memory allocations. Also,
AIX 5L WLM allows administrators to allocate disk I/O bandwidth in addition to
processor resources and physical memory.

AIX 5L V5.3 WLM provides system administrators with more control over how the
scheduler, Virtual Memory Manager (VMM), and the device drivers call and
allocate CPU, physical memory, and I/0O bandwidth to the class-based user,
group, application path, process type, or application tags. It allows a hierarchy of
classes to be specified, processes to be automatically assigned to classes by
their characteristics, and manual assignment of processes to classes. Classes
can be superclasses or subclasses. AlX 5L WLM self-adjusts when there are no
jobs in a class or when a class does not use all the resources that are allocated
to it. The resources are automatically distributed to other classes to match the
policies of the system administrator.

Attention: Efficient use of AIX 5L WLM requires extensive knowledge of
existing system processes and performance. If the system administrator
configures AIX 5L WLM with extreme or inaccurate values, performance is
significantly degraded.
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Figure 9-1 shows an example of AIX 5L WLM implementation.

WLM is workload isolation

16-way SMP

Workload Management Steps N
Same H/W, 1. System Administrator setup Resource
one system 2. AIX 5L automatically gives resources Allocation
according to entitlements Boundary

Figure 9-1 Example of WLM implementation
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There is a useful menu administration for AIX 5L WLM that is shown in
Figure 9-2. To start the smit menu, type smit wim.

TMorkload Manager

Mowe cursor to desired item and press Enter.

Manage time-kased configuration sets

Work on alternate configurations
Work on a set of Subclasses
Show current focus (Configuration, Class Set)

List all classes

Add a class

Change / Show Characteristics of a class
Remove a class

Class assignment rules

Start/3top/ Update WLH
Asszign/Unassign processes to a class/subclass

Fl=Help F2z=Refresh Fi=Cancel FE=Image
F9=3hell Fl0=Exit Enter=Do

Figure 9-2 Workload Manager

For complete information about WLM, refer to AIX 5L Workload Manager (WLM),
SG24-5977, which is available on the Web at:

http://www.redbooks.ibm.com/abstracts/sg245977.htm1?0pen

9.2.6 Reliable Scalable Cluster Technology

Reliable Scalable Cluster Technology (RSCT) is a set of software components
that together provide a comprehensive clustering environment for AIX 5L and

Linux. RSCT is the infrastructure used by a variety of IBM products to provide
clusters with improved system availability, scalability, and ease-of-use. RSCT

can also be used on stand-alone systems.

The basic RSCT components are:

» The Resource Monitoring and Control (RMC) subsystem

This is the scalable, reliable backbone of RSCT. It runs on a single machine
or on each node (OS image) of a cluster and provides a common abstraction
for the resources of the individual system or a cluster of nodes. You can use
RMC for single-system monitoring or for monitoring nodes in a cluster. In a
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cluster, however, RMC provides global access to subsystems and resources
throughout the cluster, thus providing a single monitoring and management
infrastructure for clusters.

» The RSCT core resource managers

A resource manager is a software layer between a resource (a hardware or

software entity that provides services to some other component) and the

RMC. A resource manager maps the programmatic abstractions in RMC into
the actual calls and commands of a resource.

» The RSCT cluster security services

These provide the security infrastructure that enables RSCT components to
authenticate the identity of other parties.

» The Topology Services subsystem

This provides, on some cluster configurations, node and network failure

detection.

» The Group Services subsystem

This provides, on some cluster configurations, cross node/process
coordination.

The same type of resources are defined into the resource classes. A resource
class sets the common characteristics that the instances of the resource class

can have, and the resource itself contains the specific characteristic value.

To display the classes available on your machine, issue the 1srsrc command, as
shown in Example 9-5.

Example 9-5 Using the Isrsrc command

# 1srsrc
class_name

"IBM

"IBM

"IBM

"IBM

"IBM

.Association"
"IBM.
"IBM.

ATMDevice"
AuditLog"

.AuditLogTemplate"
"IBM.
"IBM.

Condition"
EthernetDevice"

.EventResponse"
"IBM.
"IBM.

FDDIDevice"
Host"

.FileSystem"
"IBM.
"IBM.

PagingDevice"
PhysicalVolume"

.Processor"
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"IBM.Program"
"IBM.TokenRingDevice"
"IBM.Sensor"

"IBM.Sfp"
"IBM.ServiceEvent"
"IBM.ManagementServer"
"IBM.NetworkInterface"
"IBM.HostPublic"
"IBM.DRM"

"IBM.WLM"

"IBM.LPAR"
"IBM.LPCommands"

9.3 Starting and stopping the system services

System services are defined as processes or daemons that usually run in the
background. These are not associated with any user login, and have a user
interface.

Solaris system services

In Solaris, the /etc/rc*.d/ directory contains all the Solaris system startup and
shutdown scripts, some of which are soft links to the actual file that resides in
/etc/init.d/. Startup script names start with an “S” and shutdown scripts start with
a “K”. To disable a service from running at startup time, a script is simply
renamed so that it does not begin with a capital “S”. To manually start or stop a
service, use the /etc/init.d/service (start, stop) commands.

AIX 5L system services

The OS service management in AIX 5L uses completely different concepts than
the Solaris environment.

In AIX 5L, the services are divided into groups, subsystems and subservers.
Table 9-2 shows a summary of how to manage system services on AIX 5L.

Table 9-2 Managing system services on AIX 5L

Task Command
List all subsystems Issrc -a
List all subsystems of a specific group 1ssrc -g group_name
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Task

Command

List one subsystem

1ssrc -s subsystem_name

Start all subsystems of a group

startsrc -g group_name

Start one subsystem

startsrc -s subsystem_name

Stop all subsystems of a group

stopsrc -g group_name

Stop one subsystem

stoptsrc -s subsystem_name

Restart all subsystems of a specific group

refresh -g group_name

Restart one subsystem

refresh -g subsystem_name

Examples of subsystems and group management
This section provides examples of subsystems and group management.

Example 9-6 lists all the subsystems and their status.

Example 9-6 Listing all the subsystems and their status

# Tssrc -a
Subsystem
syslogd
sendmail
portmap
inetd
snmpd
hostmibd
snmpmi bd
aixmibd
muxatmd
gdaemon
writesrv
ctrmc
IBM.ERRM
IBM.HostRM
IBM.CSMAgentRM
IBM.ServiceRM
IBM.DRM
IBM.AuditRM
IBM.LPRM
Tpd
LUMImd
LUMgdb

Group
ras
mail
portmap
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
spooler
spooler
rsct
rsct_rm
rsct_rm
rsct_rm
rsct_rm
rsct_rm
rsct_rm
rsct_rm
spooler
Tumls
Tumls

PID
98398
102518
139382
151650
196716
110748
168074
69810
278666
237758
209010
241804
254104
258182
262306
274624
221330
127066
225420
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active
active
active
active
active
active
active
active
active
active
active
active
active
active
active
active
active
active
active
inoperative
inoperative
inoperative
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rwhod
xntpd
dpid2
dhcpcd
dhcpcdb
ndpd-host
ndpd-router
tftpd
gated
named
routed
iptrace
timed
dhcpsd
dhcpsdvé
dhcprd
mrouted
rsvpd
policyd
pxed
binld
dfpd
ypserv
ypupdated
yppasswdd
keyserv
ypbind
biod

nfsd
rpc.mountd
automountd
nfsrgyd
gssd

11bd

glbd

cpsd

tmd
isakmpd
cdromd
i41md
i4glbcd
i4gdb
i411md
nimsh
ctcas

tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
tcpip
qos
qos
tcpip
tcpip
tcpip
yp

yp

yp
keyserv
yp

nfs
nfs
nfs
autofs
nfs
nfs
iforncs
iforncs
ike
ike
ike

iforls
iforncs
iforls
iforls
nimclient
rsct

inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
inoperative
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vert_serv nrd
rpc.lockd nfs
rpc.statd nfs
#

inoperative
inoperative
inoperative

Example 9-7 lists all the subsystems of a group.

Example 9-7 Listing all the subsystems of a group

# /usr/bin/1ssrc -g yp

Subsystem Group PID
ypserv yp
ypupdated yp
yppasswdd yp
ypbind yp

Status

inoperative
inoperative
inoperative
inoperative

Example 9-8 shows how to stop a subsystem.

Example 9-8 Stopping a subsystem

# /usr/bin/1ssrc -s biod

Subsystem Group PID
biod nfs 221300

# stopsrc -s biod

Status
active

0513-044 The biod Subsystem was requested to stop.

# 1ssrc -s biod

Subsystem Group PID
biod nfs

#

Status
inoperative

Example 9-9 shows how to start a subsystem.

Example 9-9 Starting a subsystem

# 1ssrc -s xntpd

Subsystem Group PID
xntpd tcpip

# startsrc -s xntpd

Status
inoperative

0513-059 The xntpd Subsystem has been started. Subsystem PID is 102562.

# 1ssrc -s xntpd
Subsystem Group PID
xntpd tcpip 102562

Status
active

Chapter 9. Managing system resources

253



Example 9-10 shows how to restart a subsystem.

Example 9-10 Restarting a subsystem

# /usr/bin/1ssrc -s inetd
Subsystem Group PID Status
inetd tcpip 82044 active
# refresh -s inetd
0513-095 The request for subsystem refresh was completed successfully.

Network services and inetd

Both Solaris and AlIX 5L configure the network service ports through the
/etc/services file, and both use the /etc/inetd.conf file to configure the inetd
processes.

The inetd daemon provides Internet service management for a network. This
daemon reduces the system load by invoking other daemons only when they are
required and by providing several simple Internet services internally without
invoking other daemons.

On Solaris servers, when restarting the inetd daemon, it is necessary to identify
the process number and send a hang-up signal with the command ki1l -HUP. On
AIX 5L, you can just use the command refresh -s inetd, as shown in
Example 9-10.

9.4 Scheduling services

This section describes how to administrate scheduled tasks in Solaris and AlIX
5L.

Using crontab
The concepts about crontab in Solaris and AIX 5L are the same. However, there
are a few differences (Table 9-3).

Table 9-3 Crontab command options

Crontab option Description on Solaris Description on AIX 5L
-e edit crontab edit crontab

-r remove crontab remove crontab

- list crontab list crontab

-V N/A crontab status
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Table 9-4 shows how to start and stop crontab.

Table 9-4 Starting and stopping crontab

Crontab task

Solaris

AIX 5L

Start

/etc/init.d/cron start

Automatically by
/etc/inittab

Stop

/etc/init.d/cron stop

» 1- remove from inittab
with “rmitab cron”

» 2- kill crontab process
identification number
(PID)

Restart

» kill -HUP PID, or

» /etc/init.d/cron stop,
and /etc/init.d/cron
start

Kill contab PID (be sure
that cron is enabled on
/etc/inittab)

Table 9-5 shows the crontab control files.

Table 9-5 Crontab control files

Task

Solaris

AIX 5L

Users allowed to use
crontab

/etc/cron.d/cron.allow

/var/adm/cron/cron.allow

Users denied access to
crontab

/etc/cron.d/cron.deny

/var/adm/cron/cron.deny

Spool area

/var/spool/cron/crontabs

/var/spool/cron/crontabs

Using at

You can use at for scheduling jobs to run at a later time. The job is executed in a
separate invocation of the shell, running in a separate process group with no

controlling terminal, except that the environment variables, the current working
directory, the file creation mask, and the system resource limits are retained and
used when the at job is executed.

The main difference with at options is that in Solaris it is possible to specify
under which project the at or batch job will be run. When used with the -I option,
it limits the search to that particular project. Values for the project are interpreted
first as a project name, and then as a possible project ID, if entirely numeric. By
default, the user's current project is used.
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Table 9-6 describes the control files’ differences for at in Solaris and AIX 5L.

Table 9-6 The “at” files

Description File on Solaris File on AIX 5L

Users allowed to use “at” /ustr/lib/cron/at.allow /var/fadm/cron/at.allow

Users not allowed to use /usr/lib/cron/at.deny /var/fadm/cron/at.deny

“at”

Spool area /var/spool/cron/atjobs /var/spool/cron/atjobs
9.5 Quotas

The disk quota system, which is based on the Berkeley Disk Quota System,
provides an effective way to control the use of disk space. The quota system can
be defined for individual users or groups, and is maintained for each file system.

The quota’s concepts and commands are the same in Solaris and AlX 5L for
journaled file systems (JFS), but there is a plus for AlIX 5L V5.3 with JFS2, with a
new implementation about disk usage quotas to control the use of persistent
storage.

Disk quotas can be set for individual users or groups on a per file system basis.

AIX 5L V5.3 also introduces the concept of limit classes for JFS2. It allows the
configuration of per file system limits, provides a method to remove old or stale
quota records, and offers comprehensive support through dedicated SMIT
panels. It also provides a method to define a set of hard and soft disk block and
file allocation limits, and the grace periods before the soft limit becomes enforced
as the hard limit.

The quota support for JFS2 and JFS can be used on the same system.

The disk quota system establishes the limits based on the following parameters,
which can be changed with the edquota command:

» User or group soft limits

The soft limit defines the number of 1 KB disk blocks or files under which the
user must remain.

» User or group hard limits

The hard limit defines the maximum amount of disk blocks or files the user
can accumulate under the established disk quotas.
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» Quota grace period

The quota grace period allows the user to exceed the soft limit for a short
period of time (the default value is one week). If the user fails to reduce usage
below the soft limit during the specified time, the system interprets the soft
limit as the maximum allocation allowed, and no further storage is allocated to
the user. The user can reset this condition by removing enough files to reduce
the usage below the soft limit. The disk quota system tracks user and group
quotas in the quota.user and quota.group files located in the root directories
of the file systems enabled with quotas. These files are created with the
quotacheck and edquota commands and are readable with the quota
commands.

The basic commands for quota administration described in Table 9-7 are the
same in Solaris and AIX 5L. Refer to the man pages for checking the differences
between the command options.

Table 9-7 shows the quota commands in Solaris and AIX 5L.

Table 9-7 Quota commands

Task Solaris AIX 5L

Displays disk usage and quotas quota quota

Edits user and group quotas edquota edquota

Checks file system quota consistency | quotacheck quotacheck

Turns on file system quota quotaon quotaon

Turns off file system quota quotaoff quotaoff

Manages quota limit classes for JFS2 | N/A Jj2edlimit (available only
for JFS2)
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For JFS2 limit classes management, you have two options:
» The first is to use the command j2elimit. Refer to the man pages for details.

» The second option for limit classes management on JFS2 is to use smit. The
fast path is smit j2fsquotas. Figure 9-3 shows the smit screen for quotas on
JFS2.

Manage Quotas for an Enhanced Journaled File 3ystem

Mowve cursor to desired item and press Enter.

Enable / Disable Quota MNanagement

3top / Restart Quota Limits Enforcement

List Quota Usage

Recalculate Current Disk Block and File Usage Statistics
bdd & Limits Class

Change / Show Characteristics of a Limits Class

Make a Limits Class the Default Limits for a File Svystem
A=z=zign a User or Group to & Limits Class

List Limits Classes for a File Zystem

Remwove a Limits Class

Fl=Help FZz=Refresh Fi=Cancel Fa=Image
Fo=5hell F1l0=Exit Enter=Do

Figure 9-3 Class limits on JFS2

Table 9-8 compares the differences in files for quota administration in Solaris and

AIX 5L.

Table 9-8 Quota configuration files
Task Flle on Solaris File on AIX 5L
Parameters for each file /etc/vistab /etc/filesystems
system
Specifies user quotas quota.user quota.user
Specifies group quotas quota.group quota.group
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9.6 Process accounting

This section describes the differences in process accounting services. Process
accounting is the method of keeping records about what commands are run and
the users executing the commands, and the system resources used.

The commands in Solaris are similar to those available in AIX 5L.

The AIX 5L accounting system provides you with information about the use of
system resources. This data can be used to:

» Bill the users for the resources used
» Control the use of some resources, such as disk space

» Substantiate the requirement for system expansion

» Carry out performance monitoring

» Maintain an audit trail for security purposes

AIX 5L accounting implementation is fully compatible with AT&T System V
Release 4. With AIX 5L, you can also use 4.3 Berkeley Software Distribution
(BSD) accounting utilities to inspect some of the accounting files. Because of this
two-fold interface, you occasionally find two different ways to obtain the same
accounting data.

A summary of commands and the files pertaining to AlIX 5L accounting is
provided in Table 9-9.

Table 9-9 Accounting in Solaris and AIX 5L

Command Specification

runacct The runacct command is the main daily accounting shell procedure.
Normally initiated by the cron daemon.

acctcom Displays selected process accounting record summaries. The acctcom
command then writes the records you request to standard output. This
command is stored in the /usr/sbin/acct directory for access by all
users.

dodisk The dodisk command initiates disk usage accounting by calling the

diskusg command and the acctdisk command.

» acctdisk

The acctdisk and acctdusg commands are called by the dodisk

» acctusg command to perform disk usage accounting. Usually, this procedure is
(On Solaris, initiated when the cron daemon runs the dodisk command.

only

acctdisk)

chargefee Charges users for the computer resources they use. The chargefee

command writes a record to the /var/adm/fee file.
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Command Specification

acctmerg Merges total accounting files into an intermediary file or a daily report

acctcms Produces command usage summaries from accounting records

» acctprcl These are called by the runacct command to perform process
» acctprc2 accounting shell procedures.

» accton
(On Solaris
only accton)

lastcomm Displays information about the last commands executed

who Identifies the users currently logged in

For more information about Accounting Management in AIX 5L, refer to Auditing
and Accounting on AlX, SG24-6020, which is available on the Web at:

http://www.redbooks.ibm.com/redbooks/pdfs/sg246020.pdf

9.7 Management tools

Solaris and AlIX 5L servers can be managed either from a server console or
remotely by using a network connection.

In the case of servers, the administrators usually work on the console for the
installation and maintenance tasks. For normal administration tasks, the network
is used. By using the network, the administrator can manage the systems from a
command-line or an interface tool.

Common and specific interface tools exist for Solaris and AIX 5L. These are
discussed in this chapter subsequently.

9.7.1 Common system management tools

This section describes the common system management tools.
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Web-Based Enterprise Management and Common Information
Model

Web-Based Enterprise Management (WBEM) is a set of management and
Internet standard technologies developed to unify the management of distributed
computing environments. WBEM provides the industry with the ability to deliver a
well-integrated set of standards-based management tools, facilitating the
exchange of data across otherwise disparate technologies and platforms.

The Distributed Management Task Force (DMTF) has developed a core set of
standards that make up WBEM, including the following:

» The Common Information Model (CIM) standard

The data model for WBEM, CIM, provides a common definition of
management information for systems, networks, applications and services,
and allows for vendor extensions. For more information, visit the CIM
standard Web page.

» CIM-XML

CIM-XML, which is an example of a WBEM protocol, includes the
representation of CIM using Extensible Markup Language (XML) written in
document type definition (DTD), and CIM operations over Hypertext Transfer
Protocol (HTTP), a transport mechanism for WBEM.

» WBEM Discovery using Service Location Protocol (SLP) and WBEM
Universal Resource Identifier (URI) mapping

Two standards that provide a way for applications to identify and interact with
WBEM management systems, capitalizing on the existing standards and
protocols to enable rapid development and deployment of management
solutions.

» CIM query language

A query language used to extract data from a CIM-based management
infrastructure.

In addition, the DMTF has developed a WBEM Management Profile template,
allowing simplified profile development to deliver a complete, stand-alone
definition for the management of a particular system, subsystem, service, or
other entity.

For more information about WBEM, refer to the following Web site:

http://www.dmtf.org/standards/wbem/
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On the AIX 5L V5.3 Expansion Pack CD, there is Pegasus CIM Server. It is one
of the open source implementations of the CIM Object Manager, which is an
object management engine that exists between the managed system and the
management application.

Pegasus is written in C++ and adheres to the DMTF, CIM, and WBEM
standards. CIM on AIX 5L V5.2 and AIX 5L V5.3 includes the following:

» An open source implementation of the CIM Object Manager called Pegasus
V2.3.

» A CIM schema, V2.9, that defines an information model for representing
system management resources, provided that instrument is a set of AIX 5L
resources based on a CIM schema, V2.9.

For additional information about Pegasus and WBEM, refer to the following Web
site:

http://www.openpegasus.org/

Simple Network Management Protocol

Another commonly used remote system management service is the Simple
Network Management Protocol (SNMP). There are many tools available on cross
platforms managed by the SNMP protocol. SNMP is an Internet Engineering
Task Force (IETF) standard and is perhaps the most widely implemented
standard for system management. The data model used by an SNMP service is
called a Management Information Base (MIB). Different sections of MIB are
supported by different devices and servers depending on the services available
in the system. For more information about SNMP differences between Solaris
and AIX 5L, refer to Chapter 7, “Network services” on page 183.

9.7.2 Solaris remote system management

Table 9-10 describes some Sun tools for Solaris administration with graphical
interfaces.

Table 9-10 Solaris graphic tools

Product Description

admintool Managing users, groups, hosts table, printers, serial
ports, and software

Patch Manager Patch management

vea If you work with Veritas Volume Manager, this is a
graphical user interface (GUI) for LVM management.
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Product Description

Solaris Management Console | System status, configuration, jobs scheduling, and
storage management

In AIX 5L, the smit is a unique tool for all the tasks described in Table 9-10, and
much more. For more details, refer to “SMIT” on page 263.

9.7.3 AIX 5L management tools

In AIX 5L, the basic tools available for system management are SMIT and WSM.

SMIT

SMIT is a useful and powerful tool available in AIX 5L. SMIT runs in two modes,
American Standard Code for Information Interchange (ASCII) (nongraphical) and
X Windows (graphical).

ASCII SMIT can run on both terminals and graphical displays.

The graphical mode, which supports a mouse and point-and-click operations,
can be run only on a graphical display and with X Windows support.

The ASCII mode is often the preferred way to run SMIT because it can be run
from any display:

» To start the text mode, type # smitty or smit -C
» To start the graphical mode, type # smit or smit -m

SMIT is an interactive menu-driven interface application designed to simplify
system management tasks. It provides a complete administrator's toolbox that
can be used to perform system management activities such as installing
software, configuring devices, administering user accounts, performing system
backups, scheduling jobs, and diagnosing problems.

Note: The function keys used in the ASCII version of SMIT do not correspond
to the actions in the graphical SMIT. The details are described in Table 9-11 on
page 265.

smit fast path

The smit or smitty command takes you to the top level of the menu hierarchy if
you do not use the fast path parameter. All the commands run by SMIT can be
used as fast path. If you want to, for example, go directly to the lvm screen, type
smit lvm. To take a fast path of a screen, press F8 or Esc+8.
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smit logs
The SMIT log is smit.log in the home directory of the user.

SMIT selector screen

A selector screen is a special version of a dialog screen in which there is only
one value to change. This value of the object is used to determine which
subsequent dialog is to be displayed. Figure 9-4 shows the SMIT selector
screen.

Available Network Interfaces

Move cursor to desired item and press Enter.

en0 10-80 Standard Ethernet Network Interface

et0 10-80 IEEE 802.3 Ethernet Network Interface

tr0 10-88 Token Ring Network Interface

Fl=Help F2=Refresh F3=Cancel

F8=Image F10=Exit Enter=Do

/=Find n=Find Next
o o e e e e
_______ +

Figure 9-4 SMIT selector screen

Smit dialog screen

A dialog screen allows you to enter input values for the selected operation. Some
fields are already filled with default values in the system. Usually, you can
change these values.
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To enter data, move the highlighted bar to the value you want to change and
either enter a value or select one from a pop-up list. Fields that you can type into
are indicated by square brackets ([]). Fields that have data that is larger than the
space available to display it are indicated by angle brackets (<>) to indicate that
there is further data to the left or right (or both) of the display area.

Figure 9-5 shows the SMIT dialog screen.

Add a Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry

Fields]

* Group NAME [1
ADMINISTRATIVE group? false +
Group ID [] #
USER Tist [0 +
ADMINISTRATOR Tist [0 +

Fl=Help F2=Refresh F3=Cancel

F4=List

F5=Reset F6=Command F7=Edit

F8=Image

F9=Shell F10=Exit Enter=Do

Figure 9-5 SMIT dialog screen

Table 9-11 shows the different SMIT symbols. Special symbols on the screen are
used to indicate how data is to be entered.

Table 9-11 SMIT symbols

Symbols in SMIT dialog screen Explanation

* A required field.

# A numeric value is required for this field.

/ A path name is required for this field.

X A hexadecimal value is required for this field.
? The value entered will not be displayed.
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Symbols in SMIT dialog screen Explanation

+ A pop-up list or ring is available.

An asterisk (*) symbol in the left-most column of a line indicates that the field is
required. A value must be entered here before you commit the dialog and
execute the command.

In the ASCII version, a plus (+) sign is used to indicate that a pop-up list or ring is
available. To access a pop-up list, use the F4 key. A ring is a special type of list.
If a fixed number of options are available, the Tab key can be used to cycle
through the options.

In the Motif version, a List button is displayed. Either click the button or press
Ctrl+L to access a pop-up window from which to select from.

Table 9-12 shows the keys that can be used in the menus and the dialog screens.
Some keys are valid only for particular screens. Those that are valid only for the
ASCII interface are marked (A) and those that are valid only for the Motif
interface are marked (M). Table 9-12 provides an overview of all the function

keys.
Table 9-12 SMIT function keys
Function key Explanation
F1 (or Esc+1) Help: Show contextual help information
F2 (or Esc+2) Refresh: Redraw the display (A)
F3 (or Esc+3) Cancel: Return to the previous screen (A)
F4 (or Esc+4) List: Display a pop-up list of possible values (A)
F5 (or Esc+5) Reset: Restore the original value of an entry field
F6 (or Esc+6) Command: Show the AIX 5L command that will be executed
F7 (or Esc+7) Edit: A field in a pop-up box or select from a multiselection
pop-up list
F8 (or Esc+8) Image: Save the current screen to a file (A) and show the current
fast path
F9 (or Esc+9) Shell: Start a subshell (A)
F9 Reset all fields (M)
F10 (or Esc+0) Exit: Exit SMIT immediately (A)
F10 Go to command bar (M)
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Function key

Explanation

F12

Exit: Exit SMIT immediately (M)

Citrl-L

List: Give a pop-up list of possible values (M)

PgDn (or Ctrl+V)

Scroll down one page

PgUp (or Esc+V)

Scroll up one page

Home (or Esc+<)

Go to the top of the scrolling region

End (or Esc+>)

Go to the bottom of the scrolling region

Enter Perform the current command or select from a single-selection
pop-up list
/text Find the text in the output

n

Find the next occurrence of the text

SMIT output screen
The Command field can have the following values: OK, RUNNING, and FAILED.

Note: In the Motif version, there is a running man icon in the top right-hand
corner of the screen that is used to indicate this value.

stdout is the standard output, that is, an output is produced as a result of running
the command. The output is displayed in the body of this screen. If there is an
error, the message shown is “stderr”. (Figure 9-6 does not show an error
message.) The body of the screen shows the output and error messages if any
that are generated by the command.
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Figure 9-6 shows the SMIT output screen.

COMMAND STATUS
Command: OK stdout: yes stderr: no
Before command completion, additional instructions may appear below.
system 0 true root files
staff 1 false invscout,snapp,daemon files
bin 2 true root,bin files
Sys 3 true root,bin,sys files
adm 4 true bin,adm files
uucp 5 true nuucp,uucp files
mail 6 true files
security 7 true root files
cron 8 true root files
printqg 9 true 1p files
audit 10 true root files
ecs 28 true files
nobody -2 false  nobody,1pd files
usr 100 false guest files
perf 20 false files
shutdown 21 true files
1p 11 true root,1p,printqg files
imnadm 188 false imnadm files
Fl=Help F2=Refresh F3=Cancel
F6=Command
F8=Image F9=Shell F10=Exit
/=Find
n=Find Next

Figure 9-6 SMIT output screen

For more indepth information about SMIT, refer to the following Web site:

http://www.ibm.com/servers/aix/products/aixos/whitepapers/smit.html

Sun Solaris to IBM AIX 5L Migration: A Guide for System Administrators


http://www.ibm.com/servers/aix/products/aixos/whitepapers/smit.html

9.7.4 Web-based System Manager

Web-based System Manager is a GUI administration tool for AIX 5L. This is a
Java-based comprehensive suite of system management tools for AIX 5L.

Because of the mouse-driven, point-and-click, drag-and-drop Web-based
desktop environment, the Web-based System Manager is intuitive to use. It is
more colorful than SMIT, and is an easy-to-use tool. It is a Web-based console
that enables administrators to efficiently conduct a full range of systems
management processes.

The Web-based System Manager utilizes a management console capable of
administering multiple AIX 5L hosts from AIX 5L, PC, or Linux remote clients.

AIX 5L V5.3 contains new functions for the System Manager, including enhanced
resource set and job scheduling capabilities. The Web-based System Manager is
a highly scalable, provides a multiple host view of the administration
environment, and secure host management with optional Secure Sockets Layer
(SSL) security.

Web-based System Manager features

The Web-based System Manager provides the following features to assist you in
easily managing your system:

» Comprehensiveness

With the extensive and consistent administrative environment, you can
manage your system without having to manually edit configuration files or use
UNIX commands.

» Multiple host views

There are only a few environments where there is a single system that has to
be managed. The Web-based System Manager provides a view of the
multiple host management environments. Adding hosts to the management
console can be accomplished by reading a text file containing host names, or
by manually adding hosts to the console.

» Client independence

The Web-based System Manager offers you the choice of client OS and
platforms. You can use various client platforms to manage AIX 5L systems.
Supported platforms for remote clients in Linux are Red Hat Enterprise V3,
SUSE Linux Enterprise Server 8 (SLES 8), SLES 9, SUSE Linux 8.0, SUSE
Linux 8.1, SUSE Linux 8.2, and SUSE Linux 9.0 using K Desktop
Environment (KDE) and GNU Object Model Environment (GNOME) only.
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» Location independence

You can use a locally attached graphical terminal or remote client with equal
ease. The same GUI is available irrespective of whether the client is a
personal computer or an IBM workstation.

» Ease-of-use

The Web-based System Manager can reduce training costs and costs caused
by human error. It also enhances productivity and work satisfaction. The
Web-based System Manager makes extensive use of “wizards” and
“overviews” in order to provide the user with a “one-stop-shop” for basic
management and status information, links to online help, and “one-click” task
initiation.

» Enhanced ease of management

The AIX 5L release of the Web-based System Manager further simplifies
administrative tasks through improvements in task design, new user interface
features, and enhanced user assistance technology. In addition, use of Java
1.4 Java foundation class (JFC) technology makes it more accessible to
users with disabilities. At present, it uses Java 1.4.2 (AlIX 5L V5.3) instead of
1.4.1 (AIX 5L V5.2 ML3).

» Dynamic monitoring, notification, and control

The Resource Monitoring and Control (RMC) subsystem is a powerful and
flexible monitoring system that provides dynamic status updates, e-mail
notification, and unattended responses to system events.

» Support for Java™

Web-based System Manager server installation

The first step you must perform prior to using the Web-based System Manager is
to check if the necessary packages are already installed on the environment.
Refer to the examples provided here.

Example 9-11 shows the command to check the Web-based System Manager
packages that are not installed.

Example 9-11 Web-based System Manager packages not installed

# 1slpp -h sysmgt.websm.framework
1sTpp: 0504-132 Fileset sysmgt.websm.framework not installed.
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Example 9-12 shows the command to check the Web-based System Manager

packages that are already installed.

Example 9-12 Web-based System Manager packages already installed

# 1s1pp -h sysmgt.websm.framework
Fileset Level Action Status Date

Path: /usr/1ib/objrepos
sysmgt.websm. framework
5.3.0.40 COMMIT COMPLETE 04/28/06
10:41:17

Path: /etc/objrepos
sysmgt.websm. framework
5.3.0.40 COMMIT COMPLETE 04/28/06
10:44:51

To install the Web-based System Manager packages, use the command shown

in Example 9-13.

Example 9-13 Web-based System Manager installation

# /usr/lib/inst1/sm_inst installp_cmd -a \
> -d /dev/cd0 -f sysmgt.websm.framework -c -N -g -X

When installation finish, you will see the follow message:

Installation Summary

Name Level Part Event
Result
sysmgt.websm.icons 5.3.0.40 USR APPLY
SUCCESS
sysmgt.websm. framework 5.3.0.40 USR APPLY
SUCCESS
sysmgt.websm.rte 5.3.0.40 USR APPLY
SUCCESS
sysmgt.websm.apps 5.3.0.40 USR APPLY
SUCCESS
sysmgt.websm. framework 5.3.0.40 ROOT APPLY
SUCCESS
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sysmgt.websm.rte 5.3.0.40 ROOT APPLY
SUCCESS
sysmgt.websm.apps 5.3.0.40 ROOT APPLY
SUCCESS

Operating modes

On AIX 5L you can run the Web-based System Manager in three different
modes:

» Stand-alone managing AlX 5L systems local

» Remote client mode using any AlX 5L system as the Web-based System
Manager client.

» For remote AIX 5L systems in an applet (browser)

Local mode

No Internet or intranet connection is required to run the Web-based System
Manager from the command line or the CDE desktop in the stand-alone mode on
a local system. Run the # wsm command.

Remote client/server mode

The Web-based System Manager can also be remotely run on any AIX 5L host
known to the system. In remote (client/server) mode, the user interface is
managed locally, but the operations are performed on the remote host. The
Web-based System Manager for AIX 5L V5.2 supports, and has been tested on
AIX 5L V5.1C, V5.1D, V5.1F, V5.2B, V5.2F, V5.2H, and V5.3.

The Web-based System Manager can be run remotely using the remote client
software for Windows-based and Linux platforms. The Web-based System
Manager for AIX 5L V5.2 and V5.3 supports, and has been tested on Windows
2000, Windows XP Professional, and Windows Server® 2003, Red Hat
Enterprise V3, SLES 8, SLES 9, SUSE 8.0, SUSE 8.1, SUSE 8.2, and SUSE 9.0
using desktops KDE or GNOME only. The Web-based System Manager no
longer provides remote client support on Windows 95, Windows 98 ME, and
Windows NT® platforms.

The installable file sets for remote clients can be found and downloaded from any
AIX 5L system or from the Hardware Management Console (HMC) of your
managed system. On AIX 5L, the file is located on /usr/websm/pc_client/.

Note: To acquire the Web-based System Manager client from an AlX 5L
server, the file set sysmgt.websm.webaccess must be installed. If you use
FTP, remember to use binary mode.
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If you choose to get a remote client from the HMC, direct your browser to the
following URL:

http://HMC_IP/remote_client.html

Figure 9-7 shows the Web-based System Manager.

4} web-based System Manager Remote Client - Microsoft Internet Explorer =lalx|

File  Edit View Favorites Tools  Help |
GBack » =+ (D at | Qhsearch [GelFavorites  GMedia &4 | N S - ey

Address |§'| http:{f9.3.5.17 1 fremate_clisnt, html j @Go | Links 7| & -

Web-based

System Web-based

Manager

System Manager

Web-bhased System Manager Remote Client Selection

Zelect the remote clent type:

This remote client is installed via an Install3hield wizard and it must
be re-installed to obtain updates. This client is usefil when running
TnstallZhield the Web-based System Manager over a broadband connection (cable
modem or DEL), because updates to the console are not automatically
downloaded.

This remote client is loaded by JTava Web Start, which must be
installed on the client system priot to installing the remote client. This
wersion of the remote client will check for updates on the server every
tite it iz invoked and download updates automatically.

Java Web Start

@ [T [ mternet Y
Figure 9-7 Web-based System Manager

In this step, select a remote client. Following are the options:
» InstallShield

This remote client is installed through a Windows InstallShield wizard. It must
be reinstalled manually to obtain updates when the software level of the
managed systems changes to some extent. This client is useful when running
the Web-based System Manager over a broadband connection (cable
modem or Digital Subscriber Line (DSL)) because updates to the console are
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/3 web-based System Manager Remote Client - Microsoft Internet Explorer

File Edit Wiew Favorites Tools  Help |

not automatically downloaded and the startup of the application itself is
reasonably fast after it is installed. However, the download for installation
must be performed by using a capable network because the size of the
setup.exe file is quite large (100 MB).

Java Web Start

This version of the remote client checks for updates on the server every time
it is invoked, and downloads updates automatically. Because this requires
some network bandwidth, this client does not perform well on broadband
network links. However, the advantage of using this client is that your
Web-based System Manager application is always up-to-date and in sync
with the OS level of your managed system. This remote client is loaded by the
Java Web Start application, which must be installed on the client system prior
to installing the remote client. If you do not already have it installed on your
workstation (it comes with most of the current Java Runtime Environments),
you can also download it from the HMC. Selecting the Java Web Start link
takes you to a screen where you can download a Java Runtime Environment
that includes the Java Web Start application, as shown in Figure 9-8.

s Back ~ = - @ ﬁ | @Sear:h (Gl Favarites @Msd\a @ ‘ %- é = ﬂ

Weh-hased
System
Manager

Address [{&] hitp:19.3.5.171 [remate_clent himi = @0 |Lnks 2| & -

Web-based

System Manager

InstallShield Remote Client Install Image Download

Note - When dowmloading Web-based System Manager Remote Clent on a system with a low-band width (56K and less) Internet
connection, it can take some time to retrieve the image, as it is quite large (100 MB). After the install image has been downloaded, nin
the file to start the Remote Client Installation Wizard

Select the install image you want to dewnload:

Install the Web-based System Manager on a Liux platform. Supperted

Linus systems are Redhat Enterprise Linue Version 3, SLES 8, SLES 9, Suse
9.0, and Suse 9.1
Windows Install the Web-based System Manager on a Windows platform
— Suppotted systems are Windows 2000, 3P, and Windows 2002 Server

‘2:] Done

Figure 9-8

T w0

Web-based System Manager remote client
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After selecting the desired remote client type, the next task is about the OS that
will be used by the client. Select either the Windows or the Linux version of the
software in order to start the download. A confirmation window to save or open
the setup.exe opens. You can start the installation directly over the network in
the course of the download or save the file to your hard disk and run it from there
to finish the installation of the remote client version.

Applet mode

Finally, with the Web-based System Manager, any OS and platform for which a
Java 1.4-enabled (AIX 5L V5.3 Java V1.4.2 and V5.2 ML3 Java V1.4.1) browser
is available, can be used to manage an IBM system. The Web-based System
Manager has been tested with Mozilla and Microsoft® Internet Explorer®.

There is a significant difference between using an applet mode and a
client/server mode. In an applet mode, it is possible to only manage a set of
machines that have the same version of the Web-based System Manager
installed. The reason for this is that applets in general are restricted, for security
reasons, to loading Java classes only from the HTTP server running the applet.
The Java classes that are required to operate the Web-based System Manager
console come from the managing machine. Another set of Java classes are used
to operate tasks on the managed machines. These classes must be loaded from
the machine being managed (this is different from the managing machine) for
these classes to match the OS being managed. In an applet mode, this situation
is not possible.

IBM Hardware Management Console

The IBM Hardware Management Console for pSeries provides a standard user
interface for configuring and operating partitioned and SMP systems. The HMC
supports the system with features that enable a system administrator to manage
the configuration and operation of partitions in a system, and to monitor the
system for hardware problems. It consists of a 32-bit Intel®-based desktop PC
with a DVD-RAM drive.

Following are the main tasks that an HMC performs:

» Creates and maintains a multiple partitioned environment

» Displays a virtual OS session terminal for each partition

» Displays virtual operator panel values for each partition

» Detects, reports, and stores the changes in hardware conditions

Chapter 9. Managing system resources 275



276

» Powers managed systems on and off

» Acts as a service focal point for service representatives to determine an
appropriate service strategy and enable the Service Agent Call Home
capability

» Activates additional resources on demand
For more information about HMC, refer to Effective System Management Using

the IBM Hardware Management Console for pSeries, SG24-7038, which is
available on the Web at:

http://www.redbooks.ibm.com/redbooks/pdfs/sg247038.pdf

Coexistence of Web-based System Manager and Hardware
Management Console

If you work with a remote client installed on a PC for HMC management, you can
include the AIX 5L servers in the same HMC screen for Web-based System
Manager-based OS administration.

In this scenario, you can consolidate HMC and a lot of administration tasks of
different servers into one unique console.

For details about the Web-based System Manager installation, refer to 9.7.4,
“Web-based System Manager” on page 269.

To add an AIX 5L server Web-based System Manager based on the same
console of an HMC that is already installed, perform the following tasks:

1. Click Console.

2. Click Add.

3. Click Hosts.

4

. Type the full name in the Hosts field.

Sun Solaris to IBM AIX 5L Migration: A Guide for System Administrators


http://www.redbooks.ibm.com/redbooks/pdfs/sg247038.pdf

5. The server name is now available on the console. When you try to access the
server name, you will be asked for the login ID and the password. After you
enter this information, the consolidation scenario is complete.

Figure 9-9 shows the coexistence of the HMC and the Web-based System

Manager.
;'!.E-Weh—hased System Manager - /home/hscroot/WebSM.pref: /Management Environment,brazo - |EI|1|
Console Host Selected Wiew Window Help e

= D0 | v d|HEEH
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|:| hrazos.itsc.austin.ibm.com Advanced Backup and  Custom Devices File Systermns
|| Accounting Restore Tools
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| Printers Frocesses Resource Software Subsystems
: Sets
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Figure 9-9 Coexistence of the HMC and the Web-based System Manager
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10

Printing services

This chapter discusses the differences between the printing subsystems on
Solaris and AIX 5L. This chapter contains the following topics:

» 10.1, “Overview” on page 280

» 10.2, “AIX 5L print subsystem versus Solaris Ipsched print subsystem” on
page 280

» 10.3, “Print queue administration” on page 283

» 10.4, “Print job management” on page 294

» 10.5, “Printer pooling” on page 310

» 10.6, “Using System V print subsystem on AIX 5" on page 310
» 10.8, “Remote printing” on page 313

» 10.9, “Common UNIX Printing System” on page 317

» 10.10, “Quick reference” on page 318

© Copyright IBM Corp. 2007. All rights reserved. 279



10.1 Overview

In AIX 5L, IBM includes both the traditional AIX 5L print subsystem, and the AIX
5L System V print subsystem, which has been a printing standard for many years
in the UNIX environment. For more complex printing environments, IBM also

offers a print management product called IBM Infoprint® Manager.

10.2 AIX 5L print subsystem versus Solaris Ipsched

print subsystem

This section introduces printing on Solaris and AIX 5L.

Solaris

Solaris uses the Ipsched print subsystem, which is the System V interface, and
uses the System V or the Berkeley Software Distribution (BSD) printing protocol.

The BSD and System V printing protocol is widely used and provides

compatibility between the different types of systems from various manufacturers.
Under Solaris 9, the Ipsched process does not start automatically unless printers
are defined.

Table 10-1 shows the commands that are used to create and manage the

Ipsched subsystem.

Table 10-1 Commands used to create and manage the Ipsched subsystem

Command

Task

1p

Submit and queue print jobs

cancel

Cancel jobs

Ipstat

Give status of the print queue

accept

Enable queuing

reject

Disable queuing

enable

Start printing to a device

disable

Stop printing to a device

1psched

Start the LP print service daemon

1pset

Set printing configuration in /etc/printers.conf

1pshut

Stop the LP print service
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Command Task

Tpsystem Register remote systems with print service
Tpusers Set printing queue priorities

1pforms Administer forms used with the LP service
1pget Get printing configuration

1pfilter Administer filters used with the LP service

For more information about Solaris printing, refer to the man pages or Sun
documents Web site at:

http://docs.sun.com/app/docs

AIX 5L
In AIX 5L, IBM includes both the traditional AIX 5L print subsystem, which is the

BSD printing protocol, and the System V print subsystem, which has been a
printing standard for many years in the UNIX environment. For more complex
printing environments, IBM also offers a print management product called
Infoprint Manager.

Following are some of the features of the Infoprint Manager:

» Secure and scalable enterprise printing support

» Reliability for mission-critical applications such as SAP/R3

» Ability to manage, print, store, and reprint to printer, fax machines, and more
» Multiple printer support (up to 1000 plus pages per minute)

» Includes printing in your IBM Tivoli system management solution

For more information about Infoprint Manager, refer to the following Web site:

http://www.printers.ibm.com/internet/wwsites.nsf/vwwebpublished/ipmover
view _ww

AIX 5L print subsystem characteristics
Following is a list of AIX 5L print subsystem’s characteristics:

» Flexible printer drivers

AIX 5L printer drivers provide many printing options that can be easily
controlled using the gprt command. Printer defaults can be easily managed
using SMIT or the command line.
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» System management tools

The AIX 5L print subsystem includes mature and powerful system
management, using either the Web-based System Manager or SMIT, and the
command line. System management tools for the System V print subsystem
are less mature in this initial release. Some of the specific system
management advantages of using the AIX 5L print subsystem are:

Limits fields and options validation

Easy printer customization

Single-step print device and queue creation
Support for dial-in administration

» Customizable spooling subsystem

The AIX 5L print subsystem is specifically designed so that it can be used to
serialize other types of jobs beyond just printing.

In the AIX 5L printing environment, the files that are to be printed are sent to the
AIX 5L print spooler daemon (gdaemon) using any of the AIX 5L print commands
(enq, gprt, 1p, or 1pr). The spooler daemon serializes the jobs. The spooler
sends the jobs, one at a time, to back-end programs that might filter the data
before sending it to the local printer driver or network printing application.

In summary, the main advantages of AIX 5L printing have to do with flexibility
and ease-of-use. AIX 5L printing is tightly integrated into SMIT and the
Web-based System Manager. Also, System V is not yet mature on AIX 5L,
although system management features will be enhanced in future releases of
AIX 5L.

System V print subsystem characteristics
This section describes System V print subsystem’s characteristics:

» Long-term strategy

The long-term printing strategy for AIX 5L is to maintain compatibility with
other UNIX systems.

» Standard PostScript filters

The System V print subsystem includes a number of filters for converting a
number of different file formats to PostScript.

» Support for forms

The System V print subsystem provides a mechanism for mounting forms on
printers and allowing or denying user access based on the form that is
mounted. To provide this capability under AIX 5L printing, create multiple
queues and manage which queues are enabled when a form is mounted.
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» Security

System V printing includes built-in capabilities for restricting user access to
certain printers. Using the AIX 5L print subsystem, the back-end program
must be customized to restrict user access.

In the System V printing environment, the files to be printed are sent to the
System V print service daemon (Ipsched), using the 1p or Tpr commands. The
print service daemon serializes the jobs so that they will be printed in the order in
which they were submitted. The print service might filter the file to format the data
so that it matches the types of data acceptable to the printer. The print service
then sends files, one at a time, to the interface program, which might perform
additional filtering before sending the file to the local printer driver or network
printing application.

10.3 Print queue administration

Local printing to serial and parallel attached printers for both the System V and
AIX 5L print subsystems is performed through standard AIX 5L device drivers.
Before using either of the print subsystems, you must be aware of how these
device drivers work and at some of the commands that you can use to look at the
devices.

Print devices can be added from the command line, from SMIT, and from the
Web-based System Manager. The device created in all the three methods will be
the same, and can be used by either of the base print subsystems. The printer
type that you add when creating a device determines the buffer size and some
timing parameters for the serial or parallel device driver that is ultimately used. It
is not important that the device printer type and the print subsystem printer type
match each other exactly, only that they are of similar type. If you are adding a
laser printer, you must choose a laser printer that is similar in speed to the actual
print model you will be using.
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When a print device is added, the device is represented by a special character
device file in /dev with a name starting with Ip, and the number of the printer that
is given in sequential order when the devices are added. A list of all the printers
that are currently on a system can be obtained with 1sdev, as shown in

Example 10-1

Example 10-1 Obtaining a list of all the printers currently on a system

# 1sdev -Cc printer

1p0 Available 00-00-0P-00 Lexmark Optra laser printer

1pl Available 00-00-S2-00 IBM Network Printer 12

1p2 Available 00-00-S1-00 Hewlett-Packard Color Laserdet 4500

This not only provides you with information about the models of all the printers
that have been added, but also tells you whether they are available, and the
adapter number and port number on which they have been installed.

To list all the available printer types, use the following command:

# 1sdev -Pc printer

To obtain a list of individual device files use the 1s -1 command as follows:
# 1s -1 /dev/1p0
crw-rw-rw- 1 root system 26, 0 Oct 19 13:52 /dev/1p0

The device files for the local serial devices and the parallel devices must always
have a listing starting with cr for character devices that are readable.

10.3.1 Adding a local print queue

Perform the following tasks to add a local print queue using SMIT (in this
example, text-based SMIT screens are shown, but the same functionality is
available from the graphical user interface-based (GUI-based) SMIT on X
Windows displays):

1. Enter the following command:

# smitty mkpq
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On entering this command, the screen shown in Figure 10-1 is displayed.
Move the cursor to the desired item and press Enter. (In our example, we
selected the local option.) Use the arrow keys to scroll.

Add a Print Queue

Move cursor to desired item and press Enter. Use arrow keys to
scroll.

# ATTACHMENT TYPE DESCRIPTION
local Printer Attached to Local Host
remote Printer Attached to Remote Host
xstation Printer Attached to Xstation
ascii Printer Attached to ASCII Terminal
hpJetDirect Network Printer (HP JetDirect)
file File (in /dev directory)
ibmNetPrinter IBM Network Printer
ibmNetColor IBM Network Color Printer
other User Defined Backend
Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next

Figure 10-1 Smitty mkpq screen
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2. The screen shown in Figure 10-2 is displayed. The screen shows the
available printer drivers. If your printer model is not listed, select Other, which
is at the bottom of the list. To get to the bottom of the list, use the Down Arrow
or the PgDn key.

Printer Type
Move cursor to desired item and press Enter.

Bull

Canon
Dataproducts
Hewlett-Packard
1BM

Lexmark

0KI

Printronix

QMs

Texas Instruments
Other (Select this if your printer type is not listed above)

Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next

Figure 10-2 Printer Type menu
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3. If you select a printer model that has its device driver installed (available) on

your system, the screen shown in Figure 10-3 is displayed. Select the parallel
option.

Note: If your printer model is not listed, you can install the printer driver
from the AIX 5L CD-ROMs. To do this, issue a smitty pdp command and
select Install Additional Printer/Plotter software.

Printer Interface

Move cursor to desired item and press Enter.

parallel

rs232
Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next

Figure 10-3 Printer interface

4. The Parent Adapter screen (Figure 10-4) is displayed. In our example, there
was only one adapter to select. If multiple adapters are present, they will all
be listed. Select the parent adapter that corresponds to the communications
port you have connected your printer to.

Parent Adapter
Move cursor to desired item and press Enter.

ppa0 Available 01-R1 CHRP IEEE1284 (ECP) Parallel Port Adapter

Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next

Figure 10-4 Parent adapter menu
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5. In the screen shown in Figure 10-5, you are prompted to choose a name for
each queue that is created for each type of mode your printer can emulate.
Each name that you enter creates a separate queue and virtual printer. Select
names in such a way that it is easy to remember the name of each queue. (In
our example, we chose the name PCL-mv200 for the PCL Emulation queue
and PS-mv200 for the PostScript queue.) After selecting the queue names,
press Enter.

Add a Print Queue

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry
Fields]
Description IBM 4079 Color
Jetprin>
Names of NEW print queues to add
GL Emulation [PCL-mv200]
PostScript [PS-mv200]

Printer connection characteristics
*  PORT number [p]

Type of PARALLEL INTERFACE [standard]

Printer TIME OUT period (seconds) [600] +#
STATE to be configured at boot time available

F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 10-5 Add a Print Queue
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6. If the screen shown in Figure 10-6 is displayed, it means that you have
successfully configured a printer into the print spooling subsystem.

COMMAND STATUS
Command: OK stdout: yes stderr: no
Before command completion, additional instructions may appear below.
Added printer '1p0'.

Added print queue 'PCL-mv200'.
Added print queue 'PS-mv200'.

Fl=Help F2=Refresh F3=Cancel

F6=Command

F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 10-6 Output

You can also add a print queue through the command line. However, by using
the Web-based System Manager or SMIT to add a print queue, you can avoid
dealing with a queue, a queue device, and a virtual printer. If you are going to
add a virtual printer queue, the steps to add the printer become quite
complicated, and unless you are going to create shell scripts to add your queues,
it is recommended that you avoid it.

To add a remote queue that does not use a virtual printer, perform the following
tasks (this procedure can also be used to add a queue with a custom backend):

1. Add a queue using the mkque command. The following command will, for
example, configure a remote queue. It configures only the queue and not the
queue device:

# mkque -qlp -a “host=puttifar” -a “rg=solar”
— The -q flag specifies the name of the queue to be added (Ip).

— The -a flag specifies a line to be added to the queue stanza in the gconfig
file (host=puttifar and rq=solar). These flags must be entered last, when
entering the mkque command on the command line.
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2. Add a queue device associated with the queue you have added, using the
mkquedev command. In our example, for the queue we added (as described
earlier), the following command added a device named Ipdev that has
/usr/lib/lpd/rembak as its backend:

# mkquedev -qlp -dlpdev -a “backend=usr/1ib/Tpd/rembak”

— The -q flag specifies the name of the queue (this name must already exist)
to which the queue device is added. The mkquedev command automatically
adds the device=attribute to the specified queue stanza.

— The -a flag specifies the attribute to be added to the device stanza in the
/etc/qconfig file (backend=ust/lib/Ipd/rembak).

10.3.2 Displaying a queue configuration information
After the printers are established, you might want to review their configuration.
This section describes how to accomplish this by using SMIT and the command

line.

To display the names of all the configured queues, enter the following command:
# smitty 1sallq

This SMIT command lists the names of all the configured queues, as shown in
Figure 10-7.

COMMAND STATUS
Command: OK stdout: yes stderr: no

Before command completion, additional instructions may appear below.

# PRINT QUEUE PRINTER DESCRIPTION
PCL-mv200 1p0 ibm4079 (GL Emulation)
PS-mv200 1p0 ibm4079 (PostScript)
Fl=Help F2=Refresh F3=Cancel
F6=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 10-7 Smitty Isallq command
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To list the installed printer queues, type the following from the command line:
# 1sallq -c

10.3.3 Deleting a queue

You might have to remove a print queue occasionally. To delete a queue or
queue device, you must have root authority. You can do this by using one of the
interfaces (Web-based System Manager, SMIT, or the command line).

Using the Web-based System Manager or SMIT is a lot easier than using the
command line because you only deal with the print queue. If the print queue has
any device associated with it, the Web-based System Manager or SMIT
automatically removes it for you. If you have many print queues associated with
the same device, and you want to remove all the queues, the Web-based
System Manager or SMIT removes all the queues for you without removing the
queue device, except for the last print queue, when the Web-based System
Manager or SMIT removes the queue and its associated device.

To delete a queue, perform the following tasks:
1. Enter the following command in the command prompt:

# smitty rmpq

The Remove a Print Queue screen is displayed (Figure 10-8). Press F4 to
select the queue you want to remove.

Remove a Print Queue

Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

[Entry
Fields]
* PRINT QUEUE name 0
+
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 10-8 Remove a Print Queue
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2. The screen shown in Figure 10-9 is displayed. Select the queue you want to

remove.
PRINT QUEUE name
Move cursor to desired item and press Enter. Use arrow keys to
scroll.
# PRINT QUEUE DESCRIPTION

GL-mv200 ibm4079 (GL Emulation)

PS-mv200 ibm4079 (PostScript)
Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
F5 /=Find n=Find Next

Figure 10-9 Print Queue name

3. The confirmation screen is displayed. Press Enter to complete the deletion
process. If your attempt is successful, a screen showing OK status is
displayed.

When removing the queue using the command line, first ensure that no jobs are
queued. If there are jobs, cancel them before removing the queues. If there is a
virtual printer, remove it using the rmvirprt command. After checking to see if
the queues still exist, remove the queue device with the rmquedev command, and
then the queue with the rmque command. If there are multiple queue devices in
the queue, all the queue devices must be deleted using the rmquedev command
before using the rmque command.

To remove the print queue Ip0, enter the command shown in Example 10-2.

Example 10-2 Removing the print queue Ip0

# cancel 4312psg

# rmvirprt -d 1p0 -q PCL-mv200
# rmquedev -q PCL-mv200 -d 1p0
# rmque -q PCL-mv200

If you remove the queue device and do not remove the queue, a dummy queue
device is created, and the gdaemon will have problems processing the queue.
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10.3.4 Enabling and disabling a queue

When a printer is not functioning properly, you might want to take that printer
offline. The terminology for this varies. Some documents talk about starting and
stopping a queue, and others use the terms enabling and disabling the queue.
You also have the option of the interface starting or stopping a queue. This
section shows you how to enable and disable a print queue using SMIT and the
command line.

To disable a queue, enter the following command:

# smitty qstop
In the screen shown in Figure 10-2, press the F4 key to select a queue to stop.

To start a queue, enter the following command:

# smitty gstart

You will see the screen shown in Figure 10-2. You can start again by selecting a
queue.

The qadm command brings printers, queues, and the spooling system up or down
(makes printers available or unavailable), and cancels jobs. The qadm command
can only affect local print jobs. You must also have root user authority, or belong
to either the system group or the printg group, to run this command.

Examples
To bring down the PCL-mv200 queue, enter one of the following commands:

» # gadm -D PCL-mv200
» # disable PCL-mv200

When you check the queue status by using the qchk or the Tpstat command, the
status of this queue will be READY.

The other options of the qadm command are -G and -K. The -G option gracefully
brings down the queuing system. This flag temporarily interrupts the daemon
process after all the currently running jobs on all the queues are finished. Using
this flag is the only way to bring the system down without causing problems such
as jobs hanging in the queue. The -K option brings down the printer you name,
ending all the current jobs immediately. Jobs remain in the queue and run again
when the printer is brought back up.
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10.3.5 Cancelling print jobs

To cancel all your jobs on printer IpO (or all the jobs on printer Ip0 if you have root
user authority), enter one of the following commands:

» # gadm -X 535pcl
» # cancel 535pcl
» # qgcan -X 535pcl

The -X flag cancels the printing of the user’s jobs on the specified queue
(PS-mv200). If you have root user privileges, all the jobs on that queue are
deleted.

You can also cancel individual jobs by using the job ID. Use the following
commands:

# gcan -x 435
# cancel 435

You can also use SMIT and the Web-based System Manager to perform this
task. The smit fast path is smitty qcan.

10.4 Print job management

Now that you have a printer configured, you probably want to use it. This section
reviews the methods that are available to request for a job to be printed and then
manage the progress of that job through the print spooling subsystem. It is
important that a systems administrator has a good understanding of these
commands because users will often seek assistance about how to meet their
complex printing requirements or to get that special rush job printed. Solaris uses
System V printing system. AIX 5L V5.x can also use the System V and BSD
printing system. Table 10-2 shows the different printing commands.

Table 10-2 System V, BSD, and AlIX 5L print commands

System V BSD AIX 5L

1p Tpr qprt

10.4.1 Submitting printing jobs

There are three sets of commands for submitting, listing, and cancelling print
jobs. They come from either System V, BSD, or IBM versions of UNIX, and are
all available in AIX 5L. The commands have slightly different options.
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To submit a print job to a queue, use either 1p, 1pr, or gprt. All the jobs will go to
the system default queue unless the PRINTER or LPDEST variables are set.
You can also specify, on the command line, which queue to use. Use -d with 1p
or use -P with gprt and 1pr.

The commands 1p and gprt both queue without spooling, by default. Specify the
-c option if spooling is required. The command 1pr spools and queues by default.
The -c option turns off spooling with 1pr.

To print multiple copies, use the gprt -N # or 1p -n # command. For 1pr, use
only a dash followed by the number of copies (- #).

The 1p, 1pr, and gprt commands create a queue entry in /var/spool/lpd/qdir and,
depending on the options specified, copy the file to be printed to the
/var/spool/qdaemon directory.

All the print commands, 1p, 1pr, and qgprt, actually call the enq command, which
places the print request in a queue. The enq command can be used instead of
the other commands to submit jobs, view job status, and so on. To submit a job
using enq, run:

# enq -Pqueuename filename

The qprt command

The gprt command is the IBM AIX 5L printing tool. The first step in the process
of printing using gprt is to place a print job or a request into the print spooling
subsystem. AIX 5L features a number of commands and facilities to perform this
task. The prerequisite to initiating a print request is that before you can print a
file, you must have read access to it.

Note: SMIT must be used only when the user wants to set specific settings
and does not know the gprt command.

To start a printing job, perform the following tasks:
1. Enter the following command:
# smitty gprt

2. To print the desired file, fill in, along with the print queue name, details about
where you want to print your file. Alternatively, press F4 to view a list of
available queues. Press Enter after selecting the queue. If no printer is
specified, the default is used.

3. If you press F4, the available print queues are listed, as shown in Figure 10-2
on page 286. Select the queue you will send your print request to. (In our
example, we chose the GL-mv200 queue.) On selecting the queue, the
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screen shown in Figure 10-10 is displayed. Select a print file type that you
want to start.

Print File Type
Move cursor to desired item and press Enter.

a ASCII

p PCL

n troff (ditroff) intermedia outout
p pass-through

s PostScript

Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
F5 /=Find n=Find Next

Figure 10-10 Selecting the type of text file

4. In the screen that appears (Figure 10-11), specify the details pertaining to
your job, including:

— Text print options

— Job processing options

— Text formatting options

— Paper or page options

— Header or trailer page options
— Messages or diagnostics
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Enter the details in the “Name of FILE to print” field with the name of the file
you want to print, perform all the necessary modifications, and press Enter to

print your file.

Start a Print Job

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Print queue name
* Name of FILE to print

Print QUALITY

----------- Job Processing Options ------------
Number of COPIES

Place job in 'HELD' state when queued?

COPY FILE and print from copy?

REMOVE FILE after print job completes?

Print job PRIORITY

Pre-processing FILTER NAME

INITIALIZE printer?

RESTORE printer?

--------- Header/Trailer Page Options ---------
SEPARATOR PAGES

Job TITLE

'DELIVER TO' TEXT

HOSTNAME for "PRINTED AT:" on HEADER PAGE

------------- Messages/Diagnostics ------------
MAIL MESSAGES instead of displaying them?
NOTIFY when job finished?

TEXT to display on console before printing job
FILE to display on console before printing job
DIAGNOSTIC LEVEL

Fl=Help F2=Refresh F3=Cancel
F5=Reset F6=Command F7=Edit
F9=Shell F10=Exit Enter=Do

[Entry Fields]
test2

(]

quality

[1] +¢#
no

no

no

[15] +#
(]

yes
yes

none
(]
(]
(]

no
no

(]

a7/

(normal) - print job;

Fa=List
F8=Image

+

Figure 10-11 Starting a print job
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As mentioned earlier, you can also use the gprt command to perform the same
task from the command line. The gprt command creates and queues a print job.
It is designed to work with the virtual printer subsystem, and there are gprt print
flags for most print customizations. The gprt command has a large variety of
parameters that can be used. Some of the most useful are shown here as
examples:

» Use gprt -p to select the printer pitch. Normally, values of 10 and 12 are
accepted, but sometimes a value of 17 is also accepted:

# gprt -pl2 -P queue-name /tmp/testfile
» Use gprt -z+ to print landscape:
# gprt -z+ -P puttifar /tmp/testfile
» Use gprt -Y+ to print duplex:
# gprt -Y+ -P andrea /tmp/testfile
» To indent a page on the left margin, use the gprt -i command:
# gprt -i 5 -P veronica /tmp/testfile

» To print formatted files in passthrough mode, use the gprt -dp command.
Note that in the command provided here, you can also specify landscape
orientation:

# gprt -dp -z+ -P fischer /tmp/testfile

» To print text files to a PostScript queue, use the gprt -da flag (this can be
combined with the -p flag to designate the character size that the virtual
printer uses (enscript) to convert the text to PostScript):

# gprt -da -p 14 -P ps /tmp/testfile

» Note that the flags can be combined. To print landscape, 17 characters per
inch with a line printer font, use the following:

# gprt -z+ -pl7 -slineprinter -P funjet /tmp/testfile

» In addition to gprt, the enq, 1p, and 1pr commands can be used from the
command line.

» To print from the Common Desktop Environment (CDE), use the command
dtprint.

» When using 1p or enq, the gprt flags can be set with the -o options, for
example, to set the pitch to 12 with 1p and enq, use the following commands:

# 1p -0 -pl2 -d pcl /tmp/testfile
# enq -0 -pl7 -P pcl /tmp/testfile
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» The Tpr command does not use the -o flag, and therefore cannot be used for
most virtual printer settings. By default, 1pr spools all the files and overrides
the queue header page setting to always generate a header, unless you use
the -h flag to turn off the headers as follows:

# 1pr -h -P pcl /home/toenntr/adress.doc

10.4.2 Checking the status

After a print job is submitted to the queuing system, you might want to see the
status of the job on the print spooling subsystem. You can do this through the
Web-based System Manager, SMIT, or the command line. This section

describes how to use SMIT and a command line to list the queue information.

Irrespective of the method you use, you can review the contents of one or more
print queues to check the current status of the queues and the jobs that you have
submitted. The contents also show the status of the printers and the queues. In
AIX 5L, two commands are available, qchk and gstatus.
To check only the status of the queues, perform the following tasks:
1. Enter the following command:

# smitty gstatus

2. The screen shown in Figure 10-12 is displayed. To see the status of the
remote server queues, select yes and press Enter.

Show Status of Print Queues

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry
Fields]
Include status of print queues remote servers? [yes]
+
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 10-12 Show Status of Print Queues
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The screen shown in Figure 10-13 is the output for the status of the queues.

COMMAND STATUS
Command: OK stdout: yes stderr: no

Before command completion, additional instructions may appear below.

tdipcl 1p0  DEV_BUSY
tdipsq 1p0  READY

Fl=Help F2=Refresh F3=Cancel

F6=Command

F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 10-13 Command status

To see the status of the print jobs in a specific queue, perform the following
tasks:

1. Enter the following command:
# smitty qchk

2. The screen shown in Figure 10-14 is displayed. In this screen, you can
perform the following tasks:

— Choose to list information about all the print jobs sent to a specific queue
by entering the queue name (or * for all the queues)

— Select a queue after pressing F4 to see the list of the queues.
— You can specify a print job number or a print job owner name. To list

information about a specific job number in the specified queue, fill in the
job number in the Print JOB NUMBER field with the correct job number. To
list information about a specific print job owner in the specified queue, fill
in the Print JOB OWNER field with the print job owner’s user ID.
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Press Enter to see the results.

Show the Status of Print Jobs

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry

Fields]
* PRINT QUEUE name (* for all queues) [*]
+

Print JOB NUMBER [1 +#

Print JOB OWNER []
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 10-14 Show the Status of Print Jobs
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Figure 10-15 shows the status of the queue and the jobs in the tdipclq queue.

COMMAND STATUS
Command: OK stdout: yes stderr: no
Before command completion, additional instructions may appear below.

Queue Dev  Status Job Files User PP %
Blks Cp Rnk

tdipcl 1p0 DEV_WAIT

QUEUED 7 /etc/motd root
1 1 1
QUEUED 8 /etc/hosts root
1 1 1
QUEUED 9 /.profile root
1 1 1
QUEUED 10 /.cshrc root
1 1 1
Fl=Help F2=Refresh F3=Cancel
F6=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 10-15 Command status

Table 10-3 shows how to list jobs in a printer queue using the three different
commands.

Table 10-3 List jobs in a printer queue

System V BSD AIX 5L

Tpstat 1pq qchk

The qchk command displays the current status information regarding specified
print jobs, print queues, or users. Use the appropriate flag followed by the
requested name or number to indicate specific status information.
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The qchk command with no flags specifies the default print queue. Following is
an explanation of the flags used in this example:

» The -A flag specifies all the queues.
» The -L flag specifies the long form mode.

» The -w delay flag specifies that the print status be displayed until all the print
jobs are completed. The status is displayed by updating the screen every five
seconds (delay seconds).

To display the status for the tdipsq queue, we used the -P flag, which specifies
the queue (tdipsq). To display the status for job number 12, enter the following
command:

# qchk -#12

Table 10-4 illustrates the key attributes reported through the queue status
commands and what they refer to.

Table 10-4 qchk attributes

Attribute Description

Queue The queue name used in the gconfig file

Dev The queue device name used in the gconfig file

Status The current status of the job

Job The job number of this print job, which is used by many of the print
spooling subsystem control commands, such as qcan

Files The name of the files being printed

User The user ID of the user who owns the job

PP Pages in the requested print job

% Percentage of the job completed so far

Blks The number of blocks the print job has been broken into

Cp The number of copies of the requested print job that will be printed

Rnk The job’s rank in the print queue. The job ranked 1 should be printing.
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10.4.3 Print queue status
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Table 10-5 shows the different queue status modes.

Table 10-5 Queue status modes

Status Description

READY Indicates that the printer is up and ready to accept jobs

DEV_WAIT Indicates that the printer is not online, out of paper, has a paper jam,
or any similar problem that will prevent the job from printing normally.
The problem that causes this state also causes a message to be sent
to the job owner or the operator.

RUNNING Indicates that a job is either enrolled to be printed or is printing

HELD Indicates that the job is held and will not be put on the queue until it is
released using the gh1d or enq command

DOWN Indicates that the printer is not online. It has probably been taken
offline by the operator for maintenance.

UNKNOWN Indicates that the status command cannot determine the status of the
printer. This state is often an indicator of problems with printers or the
print spooling subsystem.

OPR_WAIT Indicates that the job is suspended, waiting for an operator response
to a message

Examples

To display the queue status for a queue every five seconds, use the following

command:

# enq -P wsmq -A -w 2

To get the status of only local queues, so that you do not have to wait for the
remote queues to time out on unavailable or slow servers, use the following

command:

# enq -P remque -isA

To display queues with long queue names, use the following command:
# lpstat -vnetl7a -W
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10.4.4 Cancelling a printing job

The gcan command cancels either a particular job number or all the jobs in a print
queue. Normal users can only cancel their own jobs, but a root user or a member
of the printq group can cancel any job from any queue.

To cancel a job, use the smitty qcan fast path, the Web-based System Manager,
or the commands in Table 10-6.

Table 10-6 Cancel a print job

System V BSD AIX 5L
cancel Tprm qcan
Examples

To cancel Job Number 127 on whatever queue the job is on, run the following:
# gcan -x 127 or # cancel 127

To cancel all the jobs queued on printer Ip0, enter:

# qcan -X -P1p0 or # cancel 1p0

10.4.5 Prioritizing a printing job

The discipline line in the /etc/qconfig file determines the order in which the printer
serves the requests in the queue. In the queue stanza, the discipline field can
either be set to first-come-first-serve (fcfs) or shortest-job-next (sjn). If there is no
discipline in the queue stanza, requests are serviced in the fcfs order.

Each print job also has a priority that can be changed through SMIT or with the
gpri command.

Print jobs with high priority numbers are handled before requests with low priority
numbers. Only a user who has root authority or who belongs to the printq group
can change the priority of a local print request.

Note: You can only set priorities on local print jobs. Remote print jobs are not
supported.
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The gprt -R command can also be used to set job priority. Use the qchk -L
command to show the new job priorities. Following are some of the
characteristics of this command:

» The gpri command prioritizes a job in a print queue by specifying the job
number and giving it a priority number.

» The gqpri command works only on local print jobs. Remote print jobs are not
supported.

» After a job has been sent to a remote host, that host can change the job’s
priority, but the sender cannot.

» You must have root user authority or belong to either the system group or the
printq group to run this command.

Example 10-3 shows how to change priorities on a print job.

Example 10-3 The qpri command

# qchk -A
5132pcl  1p0  DEV_WAIT
QUEUED 7 /etc/motd root 1
1 1
QUEUED 8 /etc/hosts root 2
1 2
QUEUED 17 /.profile root 2
1 3
QUEUED 27 /.puttifar root 2
1 4

5132psq 1p0 DEV_WAIT
# qpri -#27 -a 20

# qchk -A
5132pcl  1p0  DEV_WAIT
QUEUED 27 /.puttifar root 2
1 1
QUEUED 7 /etc/motd root 1
1 2
QUEUED 8 /etc/hosts root 2
1 3
QUEUED 17 /.profile root 2
1 4

5132psq 1p0 DEV_WAIT

In our example, we changed the priority of job number 27 and then verified
whether the priority and the rank has changed.

In gpri command shown in Example 10-3:
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» The -i#flag specifies the Job Number (14) whose priority should be changed.
» The -a flag specifies the Priority Number to be assigned (20).

SMIT and the Web-based System Manager can also be used to change print job
priorities. The smit fast path is smitty qpri.

10.4.6 Holding and releasing a printing job

The ghld command is used to put a temporary hold on a job that is waiting in the
queue. The ghld command is also the command that is used to release a job
back into the queue. Following are some of the characteristics of this command:

» The gqhld command holds and releases a spooled print job that is not being
printed.

» The qhld command works on local queues only (remote queues are not
supported).

» You must have root authority, be a member of the printq group, or be the print
job owner to use this command.

» You can hold or release a spooled job through the SMIT (smitty qhld), the
command line, or the Web-based System Manager.

In the gh1d command:

» The -r flag specifies the job to be released.

» The -# flag specifies the job number to be released.

In Example 10-4, the -# flag specifies the Job Number (27) to be put in HELD
state. To release Job Number 27, we used the -r flag. Note that releasing Job
Number 27 has changed its state from HELD to QUEUED.

Example 10-4 The qhld command

# qchk -A
Queue Dev Status Job Files User PP % Blks Cp
Rnk

5132pcl 1p0 DEV_WAIT

QUEUED 7 /etc/motd root 1
1 1

QUEUED 8 /etc/hosts root 2
1 2

QUEUED 17 /.profile root 2
1 3
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QUEUED 27 /.puttifar root 2

1 4
5132psq 1p0 DEV_WAIT
# ghld -#27
# qchk -A
Queue Dev Status Job Files User PP % Blks Cp

Rnk

5132pcl 1p0  DEV_WAIT

QUEUED 7 /etc/motd root 1
1 1
QUEUED 8 /etc/hosts root 2
1 2
QUEUED 17 /.profile root 2
1 3
HELD 27 /.puttifar root 2
1 4
5132psq 1p0 DEV_WAIT
# ghld -r -#14
# qchk -A
Queue Dev Status Job Files User PP % Blks Cp

Rnk

5132pcl 1p0  DEV_WAIT

QUEUED 7 /etc/motd root 1
1 1 QUEUED 8 /etc/hosts root 2
1 i QUEUED 17 /.profile root 2
1 ’ QUEUED 27 /.puttifar root 2
1 4

5132psq 1p0 DEV_WAIT

10.4.7 Moving a job between queues

Imagine a situation where you have two queues that have the same printing
capabilities. The first queue has many print jobs enqueued, and the second is
idle, without any print requests. In a situation such as this, it is a good idea to
move some print jobs from the first queue to the second one.
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The gmov command moves jobs between queues by specifying the destination

queue, the job number, the queue name containing all the jobs you want to

move, and the user whose jobs you want to move.

Example 10-5 shows four jobs in the 5132pclq queue. Because the last one is a
PostScript file, move this print job (job ID 27) to the 8213psq queue.

Example 10-5 The gmov command

# qchk -A
Queue Dev Status Job Files User PP % Blks Cp
Rnk
5132pcl 1p0 DEV_WAIT
QUEUED 7  /etc/motd root 1
1 1
QUEUED 8 /etc/hosts root 2
1 2
QUEUED 17 /.profile root 2
1 3
QUEUED 27 /.puttifar root 2
1 4
8213psq 1p0 DEV_WAIT
# gmov -m 8213psq -#27
# qchk -A
Queue Dev Status Job Files User PP % Blks Cp
Rnk
5132pc1q 1p0 DEV_WAIT
QUEUED 7  /etc/motd root 1
1 1
QUEUED 8 /etc/hosts root 2
1 2
QUEUED 17 /.profile root 2
1 3
8213psq 1p0 DEV_WAIT
QUEUED 27 /.puttifar root 2
1 1
In the gmov command
» The -m flag specifies the destination queue.
» The -# flag specifies the Job Number to be moved.
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What about moving all the print jobs from the 5132pclq queue to the 8213psq
queue? You can use the following command to move all the jobs (except a job in
rank position 1 if the status is running) from the 5132pclq queue to the 8213psq
queue:

# gmov -m 5132psq -P 8213pclq

In this command:

» The -m flag specifies the destination queue.
» The -P flag specifies the origin queue of the jobs to be moved.

10.5 Printer pooling

Print queues can be serviced by more than one printer through printer pooling.
This means that a user can submit the job to a queue, and the print service will
select the first available printer assigned to that queue. Multiple printers are
assigned to a single queue through the use of multiple queue devices for the
same queue.

The first virtual printer is created in the normal way, as described in 10.3.1,
“Adding a local print queue” on page 284. To add additional queue devices, use
the SMIT option Add an Additional Printer to an Existing Print Queue through the
smitty spooler fast path and perform the corresponding steps for adding a local
printer. The last screen allows you to enter the name of an existing print queue.
Add the queue name that you added in the first step.

When printer pooling is in effect, all the jobs print to the printer defined in the first
queue device listed in /etc/qconfig, unless that printer is busy. If that printer is
busy, the job is printed to the printer defined in the next queue device, assuming
it is not busy. This is similar to printer classes in System V printing.

10.6 Using System V print subsystem on AIX 5L

The default print subsystem in AIX 5L is the current AIX 5L print subsystem. The
System V print subsystem is an alternate method of printing. At install time, the
AIX 5L subsystem is always set as the active one, and System V is always
inactive. Both cannot be set to active state at the same time using the normal
procedures. However, there is nothing to prevent an administrator from
overriding this manually for some print operations.
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There are three ways in which you can switch between print subsystems:

» From Web-based System Manager
» Using SMIT
» Using the command line

Figure 10-16 show how this is accomplished by using SMIT and the command
line. The option to Change/Show Current Print Subsystem has been added to the
top-level Print Spooling menu in SMIT, as shown in Figure 10-16.

Print Spooling
Move cursor to desired item and press Enter.
AIX Print Mode Only:

Start a Print Job

Manage Print Jobs

List A1T Print Queues

Manage Print Queues

Add a Print Queue

Add an Additional Printer to an Existing Print Queue
Change / Show Print Queue Characteristics

Change / Show Printer Connection Characteristics
Remove a Print Queue

Manage Print Server

Programming Tools

AIX and System V Print Mode:

Change / Show Current Print Subsystem

Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 10-16 Changing the print subsystem

On selecting Change/Show Current Print Subsystem, the next screen displays
the line to select the print subsystem:

Change / Show Current Print Subsystem [AIX]
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The current subsystem is displayed in the box on the right, and the field toggles
between the two choices, AIX 5L and System V. Executing the panel runs the
/usr/aix/bin/switch.prt command, which in turn runs the
/usr/aix/bin/switch.prt.subsystem script that takes the value displayed as input.
Running the command with the current system as input results in an error.
Running the command with the alternate subsystem switches the system from
the current one to the alternate one. The more the queues that are defined in the
subsystem that you are exiting, the longer it takes for the command to switch.

Using the command line

Use the switch.prt command to switch between the printer subsystems or to
display the currently active printer subsystem. The syntax of the command is:

# switch.prt [-s print_subsystem] [-d]

The valid values for print_subsystem are AIX 5L and System V. Running the
command with the -d flag displays the current print subsystem, for example:
# switch.prt -s SystemV

# switch.prt -s AIX

For security reasons, the switch.prt command is a front end to the
/usr/aix/bin/switch.prt.subsystem script, which performs the actual work. This
command is also called by the Web-based System Manager and SMIT
interfaces.

10.7 System files associated with printing

Following are the characteristics of system files associated with printing:

» The /etc/qconfig file describes the queues and the devices available for use
by the printing commands.

» The /var/spool directory contains the files and the directories used by the
printing programs and daemons.

» The /var/spool/lpd/qdir directory contains information about files queued to
print.

» The /var/spool/qdaemon directory contains copies of the files that are spooled
to print.

» The /var/spool/lpd/stat directory is where the information about the status of
jobs is stored. It is used by the gqdaemon and the back-end programs.

» The /var/spool/lpd/pio/@local directory holds the virtual printer definitions.
This is where the attributes of the printers are paired with the attributes of the
corresponding data stream types.
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It is recommended that SMIT be used to update these device-related files. In
most cases, updating standard system files is not recommended.

10.8 Remote printing

When printing to a remote server, the administrator of that remote server must
already have performed several tasks to enable remote printing.
This section shows how to configure remote printers by using SMIT:

1. Use the smitty mkpq fast path or work through the SMIT menus by typing #
smitty and selecting Print Spooling — Add a Print Queue.

The screen looks as shown in Figure 10-1 on page 285.

2. In our example, we defined an IBM 3130 attached to a remote RS/6000.
Therefore, we selected Remote and pressed Enter. The menu shown in
Figure 10-17 is displayed. We selected Standard processing.

Type of Remote Printing

Move cursor to desired item and press Enter.

Standard processing
Standard with NFS access to server print queue attributes
Local filtering before sending to print server

Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next

Figure 10-17 Type of Remote Printing

3. The screen shown in Figure 10-18 is displayed. We entered the host name of
the remote server (although we could also have entered the dotted decimal
address), the name of the print queue that was already defined on that
remote server, and the type of spooler used by the remote server. Because
the remote server was running AIX 5L, we selected AIX 5L Version 3 or 4.
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Other options for this field include BSD, System V, and AlIX 5L Version 2 (RT
PC). We did not set a timeout value for the back end, and left it at the default
value of 90 seconds. We chose not to send the control file before the data file.
After entering all these values, we pressed Enter.

Add a Standard Remote Print Queue
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry

Fields]
* Name of QUEUE to add [1
* HOSTNAME of remote server [1
* Name of QUEUE on remote server [1

Type of print spooler on remote server AIX Version 3
or 4 +

Backend TIME OUT period (minutes) [1 #

Send control file first? no
+

To turn on debugging, specify output []

file pathname

DESCRIPTION of printer on remote server 0
Fl=Help F2=Refresh F3=Cancel Fad=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 10-18 Standard remote queue
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Figure 10-19 shows a completed SMIT configuration screen.

Add a Standard Remote Print Queue

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry

Fields]
* Name of QUEUE to add [rprinteri]
* HOSTNAME of remote server [printserverl]
* Name of QUEUE on remote server [printerl]

Type of print spooler on remote server AIX Version 3
or 4 +

Backend TIME OUT period (minutes) [1
#

Send control file first? no
+

To turn on debugging, specify output []

file pathname

DESCRIPTION of printer on remote server 0
Fl=Help F2=Refresh F3=Cancel Fa=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 10-19 Remote print configuration filled out
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Figure 10-20 shows the different options for the remote print queue type.

Add a Standard Remote Print Queue

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Name of QUEUE to add [rprinterl]
* HOSTNAME of remote server [printserverl]
* Name of QUEUE on remote server [printerl]
Type of print spooler on remote server AIX Version 3 or 4
+
o oo +
#

i Type of print spooler on remote server

i Move cursor to desired item and press Enter.

| AIX Version 3 or 4
| BSD
1 System V

| AIX Version 2 (RT PC)

| | Fl=Help F2=Refresh F3=Cancel

%ll F8=Image F10=Exit Enter=Do

%SI /=Find n=Find Next

;9+ -------------------------------------------------------------------------
-+

Figure 10-20 Remote spooler options
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Select the appropriate remote print spooler type to ensure the correct functioning
of the remote queue:

» AIX 5L Version 3 or 4
This is used when the remote print server is another AIX 5L V3 or later server.
» BSD

This is used when the remote print server is using the BSD Ipd printing
service, for example, FreeBSD, NetBSD, Linux.

» SystemV

This is used when the remote print server is using the System V Ipsched
printing service, for example, Solaris, HP-UX.

» AIX 5L Version 2 (RT PC)

This is used when the remote print server is an IBM RT PC running AlX 5L
V2. (This is unlikely unless you are working in a computer museum.)

10.9 Common UNIX Printing System

Common UNIX Printing System (CUPS) is a publicly available printing
subsystem that can be used on a number of different UNIX-based platforms,
including AIX 5L and Solaris. It is most commonly used as the default printing
subsystem on Linux distributions. For more information about CUPS, refer to the
following Web site:

http://www.cups.org

To download binaries, refer to the following Web site:
http://aixpdslib.seas.ucla.edu/packages/cups.html
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10.10 Quick reference
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Table 10-7 provides a quick reference for print management in AIX 5L and

Solaris.

Table 10-7 Quick reference for print management

Task

AIX 5L

Solaris

Run multiple tasks in a GUI
environment

Choose one of the

following:

» The smitty print fast
path

> smitty

» The Web-based
System Manager

> smc or
> printmgr

Add a printer

mkdev

1padmin

Start a print queue

» gadm (AIX 5L printing
subsystem) or
» 1pc (System V)

» accept and
» enable

Stop a print queue

» gadm (AIX 5L printing

» disable and

following:
» AIX 5L printing
subsystem:

— mkque
— mkquedev
— mkvirprt

» SystemV:
1padmin -p

subsystem) or > reject
» 1pc (System V)
Display print queue status | 1pstat 1pstat
Cancel a printing job qcan cancel
Add a print queue Choose one of the 1padmin
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Task AIX 5L Solaris
Change a print queue Choose one of the Tpadmin
following:
» AIX 5L printing
subsystem:
— chque
— chquedev
— chvirprt
» System V:
1padmin -p
Remove a print queue Choose one of the 1padmin -x
following:
» AIX 5L printing
subsystem:
- rmque
— rmquedev
— rmvirprt
» SystemV:
Tpadmin -x
Display settings of a p