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New Features

TheLSC File System Administrator’s Gujgmiblication SG-0006, was derived from $#&M-FS

System Administrator's Guidpublication SG-0001, and tkEFS Administrator’'s Guidepublication
SG-0004. Revision 3.5.0-20 supports the QFS, SAM-FS, and SAM-QFS 3.5.0-20 releases running on
the Solaris 2.6, 2.7, and 2.8 platforms.

The LSC 3.5.0-20 releases support the following new features in the QFS, SAM-FS, and SAM-QFS
environments:

» Solaris 2.8 operating system. LSC products can now be installed on servers running the Solaris
2.8 operating system.

¢ SAN-QFS file system. The QFS file system can be used in conjunction with fiber-attached devices
in a Storage Area Network (SAN). When the SAN-QFS license key from LSC is enabled, the
QFS file system enables high-speed access to data using software such as Tivoli SANergy File
Sharing.

e ACSLS 5.4. The SAM-FS and SAM-QFS environments now support the StorageTek ACSLS 5.4
release for network-attached StorageTek automated libraries.

¢ New devices. The SAM-FS and SAM-QFS environments now support the following devices:
Device Comments

Exabyte Mammoth-2 drive  Equipment typm in your LSCmcf file.

Fujitsu M8100 drive Equipment tygd in your LSCmcf file.

Sony DTF-2 drive Equipment tyg® in your LSCmcf file.

Sony network-attached Sites with Sony network-attached automated libraries use the Sony
automated library and DZC-8000S interface. Such automated libraries are equipment
drives typepe in your LSCmcf file. The drives are equipment type

in yourmcf file.

Sites with automated libraries attached through this interface need
to add the.SCsony (samsony ) package at installation time.

StorageTek 9940 drive Equipment tygde in your LSC mcf file.

« Documentation restructuring. The LSC manual set has been restructured in order to make the
documentation more modular. Certain parts oSA#-FS System Administrator’'s Guide
publication SG-0001, have been moved into new manuals or man pages.

The following table indicates the topic that was affected by this restructuring, where it used to
reside in the LSC documentation set prior to the 3.5.0-20 release, and where it resides in the
documentation set as of the 3.5.0-20 release:

Topic Pre-3.5.0-20 Location 3.5.0-20 Location
QFS installation and QFS Administrator's Guide QFS, SAM-FS, and SAM-QFS
configuration. publication SG-0004. Installation and Configuration

Guide publication SG-0007.
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Topic

SAM-FS installation and
configuration.

QFS file system overview,
reference, and operations
information.

SAM-FS file system
overview, reference, and
operations information

Application Programmer
Interface (API) overview

Storage and archive
management operational,
reference, and disaster
recovery information

Pre-3.5.0-20 Location 3.5.0-20 Location

SAM-FS System QFS, SAM-FS, and SAM-QFS
Administrator's Guide Installation and Configuration
publication SG-0001, chapter 2.Guide publication SG-0007.

QFS Administrator's Guide LSC File System

publication SG-0004. Administrator's Guide
publication SG-0006.

SAM-FS System LSC File System

Administrator's Guide Administrator’'s Guide

publication SG-0001, chapter 5 publication SG-0006.
and part of chapter 14.

SAM-FS System intro_libsam (3) man page.
Administrator’'s Guide
publication SG-0001, chapter

12.
SAM-FS System SAM-FS and SAM-QFS Storage
Administrator’s Guide and Archive Management

publication SG-0001, chapters Guide publication SG-0008
3,4,6,7,8,9, 10, 11, 13, and
14; appendixes A and B.
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Preface

This manual describes the file systems supported by LSC in the QFS, SAM-FS, and
SAM-QFS 3.5.0-20 releases. This manual describes the file systems used in these
products because they are technologically similar. Within this manual, differences are
noted when necessary. For information on the storage and archive management (SAM)
software, see thBAM-FS and SAM-QFS Storage and Archive Management Guide
publication SG-0008.

The LSC file systems are as follows:

*  SAM-FS file system. The SAM-FS environment includes the standard LSC file
system along with the LSC storage and archive manager, SAM. The SAM-FS
environment’s file system allows data to be migrated to automated libraries at
device-rated speeds. The file system in the SAM-FS environment is a complete
file system. The user is presented with a standard file system interface and can
read and write files as though they were all on primary disk storage.

* QFS and SAM-QFS file systems. The QFS file system can be used as a
standalone file system or it can be used in conjunction with the storage and archive
manager, SAM. When used in conjunction with SAM, it is known as SAM-QFS.
QFS shares most of the SAM-FS file system’s features. The QFS file system,
however, is designed for high performance and contains more features than the
standard LSC file system supported within the SAM-FS environment.

This manual, th& SC File System Administrator’s Gujqriblication SG-0006, is written

for system administrators responsible for setting up and maintaining LSC file systems.
You, the system administrator, are assumed to be knowledgeable about Solaris operating
system procedures, including installation, configuration, creating accounts, performing
system backups, and other basic Solaris system administrator tasks.

This manual is organized as follows:

Section Title

Chapter 1 Overview

Chapter 2 File system design

Chapter 3 Volume management and configuration
Chapter 4 File system operations

Chapter 5 Advanced topics

Chapter 6 Performance topics

SG-0006 3.5.0-20 Xi



Conventions

Section

Appendix A

Preface

LSC Product Support

In addition to the preceding sections, the glossary section defines terms used in LSC

documentation.

Conventions

The following conventions and terms are used throughout this manual:

Convention
Courier

Bold courier

[]

Italic

Volume

Meaning

The fixed-space courier font denotes literal items such as
commands, files, path names, system prompts, system output, and
messages. For exampletc/opt/LSCsamfs/mcf

Thebold courier font denotes text you enter at the shell
prompt. For exampleserver#  sls —-D

Brackets enclose optional portions of commands or optional
arguments to commands.

Italics indicate either a variable or a term being defined. For a
variable, you must replace the variable with a real name or value.
For example:server# mount mnt_pt

The pipe symbol indicates that one of two or more optional
arguments can be specified.

A named area on a cartridge for storing data. A cartridge has one
or more volumes. Double-sided cartridges have two volumes, one
on each side.

Other LSC Publications

In addition to this manual, the following LSC publications might be useful to you:
» Migration Toolkit Guide publication SG-0002
*  SAM-Remote Administrator's GuideG-0003
*  SAM-FS Man Page Reference Manyalblication SR-0005
* LSC File System Administrator’'s Gujgmiblication SG-0006
* QFS, SAM-FS, and SAM-QFS Installation and Configuration G@&0007
* SAM-FS and SAM-QFS Storage and Archive Management (GG@&+008

» Peripherals and Third-Party Software Supporte&C URL
http://www.lsci.com/Isci/services/supported-
peripherals.shtml

Xii
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Preface Other File System Publications

To order additional manuals, please send us a request using one of the methods described
in the “Reader Comments” subsection.

Other File System Publications

In addition to publications from LSC, the following publications on UNIX file systems
might interest you:

* Filesystem Hierarchy Standard (FHS) web pages at the following URL:
http://www.pathname.com/fhs/2.0/fhs-toc.html

* Sun Microsystems online documentation web pages at the following URL:
http://docs.sun.com

Licensing

Licenses for LSC products can be obtained from LSC. In some cases, the capabilities that
these additional licenses can provide are described in this document because these products
can be used in conjunction with this product. For information on obtaining licenses for

LSC software, contact your sales representative, your Authorized Service Provider (ASP),
or LSC.

The following LSC products are licensed separately:
* Migration Toolkit
¢ QFS standalone
e  SAM-FS
« SAM-QFS
*  SAM-Remote client
*  SAM-Remote server
«  SAM-Segment
«  SAN-QFS

This document and the programs described in it are furnished under license from LSC and
cannot be used, copied, or disclosed without prior approval from LSC in accordance with
such license.

SG-0006 3.5.0-20 xiii



Reader Comments Preface

Reader Comments

If you have comments about the technical accuracy, content, or organization of this
document, please let us know. We value your comments and will respond to them
promptly. You can contact us by one of the following methods:

* Send email tanfo@Isci.com

* Send a facsimile (FAX) with your comments to “Technical Publications” in
Eagan, Minnesota. Our fax number is: +1-651-554-1540

» Send written comments to the following address:

LSC, Inc.

Publications Department
1270 Eagan Industrial Road
Suite 160

Eagan, MN 55121-1231
USA
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Overview
Chapter 1

The LSC file systems are dynamic and configurable file systems that present a standard UNIX
file system interface to users. LSC licenses several different products. The individual
components of the LSC product line can be combined in several different ways. The following
list shows how various LSC file systems can be used or combined with LSC’s storage and
archive management software:

LSC Product Components

QFS QFS standalone file system

SAM-QFS QFS file system plus the storage and archive management utility, SAM

SAM-FS LSC standard file system plus the storage and archive management utility,
SAM

While technologically similar, there are differences between each file system. This chapter
presents an overview of the features common to all LSC file systems, highlights the features
that differentiate the file systems, and explains the commands available with each file system.
Specifically, this chapter is divided into the following subsections:

» Features common to all file systems
* File system differences

¢ Commands

Features Common to all File Systems

The LSC file systems do not require changes to user programs, nor are changes required to the
UNIX kernel. All LSC file systems share the following features:

* vnode interface. LSC file systems are implemented using the standard Solaris virtual
file system yfs/vnode ) interface. The kernel intercepts all requests for files,
including those that reside in LSC file systems. If the file is identified as an LSC file,
the request is passed to the LSC file system. The LSC file system handles all requests
for LSC files. All LSC file systems are identified as tgaenfs in the
/etc/vfstab file and on thenount (1M) command.

By using thevfs/vnode interface, LSC file systems work with the standard Solaris
kernel and require no modifications within the kernel for file management support.
Thus, the file system is protected from operating system changes and does not
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Features Common to all File Systems Chapter 1: Overview

normally require extensive regression testing when the operating system is updated or
improved.

Enhanced volume management. LSC file systems support both striped and round-
robined disk access. The master configurationrfilef( specifies the volume
management features and lets the file system know the topology of the devices it
controls. This is in contrast to most UNIX file systems that can address only one
device or one portion of a device. LSC file systems do not require any additional
volume management applications.

The LSC integrated volume management features use the Solaris physical device
drivers to pass /O requests to and from the underlying devices. The LSC volume
manager groups physical devices into family sets upon which each file system is
created.

Support for paged and direct I/0O. LSC file systems support two different types of 1/O:
paged (also callechchedor bufferedl/O) and direct.

When paged I/O is used, user data is cached in virtual memory pages and then written
to disk by te Solaris Virtual Memory Managemi). LSC uses standard Solaris
interfaces to manage paged I/0. This is the default type of I/O.

When direct I/O is used, user data is written directly to disk cache. Direct I/O can be
specified by using the Solamrectio  (3C) function call. Large block, sequential,
aligned 1/O can realize substantial performance improvements by using direct I/O.

Preallocation of file space. For fast sequential reads and writes, contiguous disk space
can be preallocated by using #&fa (1) command.

Interoperability with Application Programming Interface (API) routines. For example,
these routines allow your program to preallocate contiguous disk space, access a
specific striped group, and perform other operations.

Unlimited capacity. You are virtually unlimited with regard to file size, the number of
files that can reside in a file system, and the number of file systems you can specify.

LSC file systems support files of up t&-2 bytes in length. Such very large files can
be striped across many disks or RAID devices, even within a single file system. This
is true because LSC file systems are fully 64-bit compatible.

The number of file systems you can configure is virtually unlimited. Each file system
supports up to 252 disk partitions for virtually unlimited storage capacity.

There is no predefined limit for the number of files on a SAM-FS file system. Because
the inode space (which holds information about the files) is dynamically allocated, the
maximum number of files is limited only by the amount of disk storage comprising the
file system. The inodes are cataloged in.thedes file under the mount point.
The.inodes file requires 512 bytes of storage per file.

For a QFS or SAM-QFS file system, the inodes are located on the metadata device(s)
and are separated from the file data devices. The number of files in these file systems

SG-0006 3.5.0-20



Chapter 1: Overview File System Differences

is limited by the size of the metadatanj devices, and you can increase the size of the
file system by adding more metadata devices.

» Support for special devices. Support for special devices is available for command
interfaces that require special devices.

» Fast file system recovery. One of the key functions of a file system is to recover
quickly after an unscheduled outage. Standard UNIX file systems require a lengthy
file system checkf¢ck (1M)) to repair inconsistencies after a system failure.
Running thedsck (1M) command on a terabyte-sized file system can take hours.

LSC file systems often do not require file system checks after an unscheduled outage.
In addition, they recover from system failures without using journaling. They
accomplish this dynamically by using identification records, serial writes, and error
checking for all critical 1/0 operations. After a system failure, an LSC file system can
be remounted immediately, even for a terabyte-sized file system.

File System Differences

The LSC file systems share the common features described in the previous subsection. This
subsection describes the areas in which they differ. One area of difference is speed. The QFS
and SAM-QFS file systems provide the ability to attain raw, device-rated disk speeds with the
administrative convenience of a file system.

The following list notes other ways in which the file systems differ:

» Disk allocation unit (DAU). The DAU is the basic unit of online storage. LSC’s
adjustable DAU is useful for tuning the file system with the physical disk storage
device and for eliminating the system overhead caused by read-modify-write
operations.

The SAM-FS file system uses several sizes. The small DAU is 4 kilobytes. The
large DAU is configurable into 16-, 32-, or 64-kilobyte units. The available DAU
size pairs are 4/16 (default), 4/32, and 4/64.

The QFS and SAM-QFS file systems support a fully configurable DAU, sized
from 16 kilobytes (default) through 65528 kilobytes. The DAU you specify must
be multiple of 8 kilobytes. There is ho small DAU in a QFS or SAM-QFS file
system.

* Metadata storage. File systems use metadata to reference disk blocks on a disk
device. Typically, metadata resides on the same device as the file data. This is
true for the SAM-FS file system. The SAM-FS file system maintains file
metadata information in separate files. This enables the number of files, and the
file system as a whole, to be enlarged dynamically. The SAM-FS file system can
span multiple partitions by using disk striping, thereby improving access to large
files.

The QFS and SAM-QFS file systems separate the file system metadata from the
file data by storing them on separate devices. The QFS and SAM-QFS file
systems allow you to define one or more separate metadata devices in order to

SG-0006 3.5.0-20 1-3



Commands Chapter 1: Overview

reduce device head movement and rotational latency, improve RAID cache
utilization, or mirror metadata without mirroring file data.

» Support for multiple striped groups within a file system. In order to support
multiple RAID devices in a single file system, striped groups can be defined in
QFS and SAM-QFS file systems. Disk block allocation can be optimized for a
striped group, reducing the overhead for updating the on-disk allocation map.
Users can assign a file to a striped group either through an API routine or by using
thesetfa (1) command.

* SAM interoperability. The SAM-QFS and SAM-FS file systems combine LSC
file system features with LSC’s storage and archive management utility, SAM.
Users can read and write files directly from magnetic disk, or they can access
archive copies of files as though they were all on primary disk storage.

When possible, LSC products use the standard Solaris disk and tape device
drivers. For devices not directly supported under Solaris, such as certain
automated library and optical disk devices, LSC provides special device drivers in
the SAM-FS and SAM-QFS software packages.

Commands

Specialized LSC file system commands are included in the QFS, SAM-FS, and SAM-QFS
environments. These commands operate in conjunction with the standard UNIX file system
commands. Some commands are specific to only one or two of these environments. All the
commands are documented in UNP¥an(1) pages.

The following subsections show the commands supported within each environment.

User Commands

By default, LSC file system operations are transparent to the end user. Depending on your site
practices, however, it may be desirable to make some commands available to users at your site.
The following commands can help users fine tune certain operations:

Command Description Used By
archive (1) Sets archive attributes on files. SAM-FS,
SAM-QFS
exarchive (1) Manipulates (exchanges) archive copies. SAM-FS,
SAM-QFS
release (1) Releases disk space and sets release attributes on files. SAM-FS,
SAM-QFS
request (1) Creates a removable media file. SAM-FS,
SAM-QFS
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Command

sdu (1)

segment (1)

setfa (1)

sfind (1)

sls (1)

ssum(l)

stage (1)

Commands
Description Used By

Summarizes disk usage. Téru (1) command is based on QFS,
the GNU version of thdu (1) command and has been SAM-FS,

extended for use with LSC file systems. SAM-QFS
Sets segment file attributes. Segmented file features are SAM-FS,
enabled through the SAM-Segment license key. SAM-QFS
Sets file attributes. QFS,
SAM-FS,
SAM-QFS

Searches for files in a directory hierarchy. $had (1) QFS,
command is based on the GNU version offie (1) SAM-FS,
command and contains options for displaying file system SAM-QFS
options.

Lists contents of directories. This (1) command is based QFS,
on the GNU version of the (1) command and contains ~ SAM-FS,
options for displaying file system attributes and informatiofSAM-QFS

Sets the checksum attributes on files. SAM-FS,
SAM-QFS

Copies offline files to disk and sets stage attributes on files. SAM-FS,
SAM-QFS

General System Administrator Commands

The file system provides system management and maintenance commands for administering the
system. The following table summarizes the general system administrator commands:

Command
samcmd1M)

samd(1M)

samfsinfo (1M)

samu(1M)

Description Used By
Executes a single operator utility command. SAM-FS,
SAM-QFS
Starts or stops daemons. SAM-FS,
SAM-QFS
Displays information about a file system. QFS,
SAM-FS,
SAM-QFS

Invokes the curses-based operator interface. Displays 8&M-FS,
status of devices and allows the operator to control SAM-QFS
automated libraries.
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File System Commands

The file system commands are used to maintain file system operations. These commands are

as follows:

Command Description Used By

mount (1M) Mounts a file system. The man page name for QFS,

this command isnount_samfs (1M). SAM-FS,

SAM-QFS

gfsdump (1M) Creates/restores a dump file of the control QFS

gfsrestore  (1M) structures associated with a QFS file system.

samfsck (1M) Checks and repairs a file system. QFS,
SAM-FS,
SAM-QFS

samfsdump (1M) Creates/restores a dump file of the control SAM-FS,

samfsrestore  (1M) structures associated with a SAM-FS or SAM- SAM-QFS
QFS file system.

samgrowfs (1M) Expands a file system by adding disk partitions. QFS,
SAM-FS,
SAM-QFS

sammkfs (1M) Makes a new file system from disk partitions. QFS,
SAM-FS,
SAM-QFS

samncheck (1M) Returns a full path name given the mount point QFS,
and inode number. SAM-FS,
SAM-QFS

Additional LSC Commands

LSC also provides the following additional types of commands for use in the SAM-FS and
SAM-QFS environments:

* Automated library commands

» Archiver, stager, releaser, and recycler commands
e Specialized maintenance commands

» Operational utility commands

The preceding commands are described on individual man pages an8AMHeS and SAM-
QFS Storage and Archive Management Gumiélication SG-0008.
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Good file system design allows you to quickly access information as well as recover
information when necessary. There are a number of factors to consider when configuring an
LSC file system.

This chapter presents the following topics:
* Design basics
* Inode files and user settings
» Shared reader/shared writer (QFS file systems only)
» Specifying disk allocation units (DAUs) and stripe widths

* File allocation methods

Design Basics

LSC file systems are multithreaded, advanced storage management systems. To take
maximum advantage of these capabilities, create multiple file systems whenever possible.

Like UFS, LSC file systems use a linear search method when performing directory lookups.
They search from the beginning of the directory to the end. As the number of files in a
directory increases, the search time through the directory increases. Users who have
directories with thousands of files can experience excessive search times. These search times
are also evident when you restore a file system. To increase performance and speed up file
system dumps and restores, you should keep the number of files in a directory under 4000.

Inode Files and File Characteristics

The types of files to be stored in a file system can affect how the file system is designed. An
inode is &12-byte block of information that describes the characteristics of a file or directory.
This information is allocated dynamically within the file system.

The inodes are stored in theodes file located under the file system mount point. The
SAM-FS.inodes file resides on the same physical devices as the file data and is interleaved
with the file data. In contrast, a QFS or SAM-Qktdes file resides on metadata

devices and is separate from the file data devices.
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Like a standard Solaris inode, an LSC file system inode contains the file's POSIX standard
inode times: file access, file modification, and inode changed times. The LSC file systems add
a creation time, attribute change time, and a residence time. To summarize, the following
times are recorded in the inode:

Time Incident

access Time the file was last accessed. POSIX standard.

modification Time the file was last modified. POSIX standard.

changed Time the inode information was last changed. POSIX standard.

attributes Time the attributes specific to LSC file systems were last
changed. LSC extension.

creation Time the file was created. LSC extension.

residence Time the file changed from offline to online or vice versa. LSC
extension.

The attributes specific to LSC file systems include both user settings and general file states.
The following two subsections describe these characteristics.

User Settings
A file’s attributes are stored in its inode. These inode attributes can be displayed by using the
sls (1) command with its-D option. For more information @is (1) options, see the
sls (1) man page.
A user can set attributes with the following user commands:
» archive (1).
e ssum(l).
e release (1).
* segment (1). Requires a SAM-Segment license.
* setfa (1).
e stage (1).
Users can also set attributes from within an application by using the following API routines:
* sam_archive (3).
* sam_release (3).
* sam_segment (3). Requires a SAM-Segment license.
 sam_setfa (3).
e sam_ssum(3)

e sam_stage (3)
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Inode Files and File Characteristics

The following attributes are listed in the inode:

Attribute
archive —n

directio

release —a

release —n

release —p

segment xm
stage_ahead

stage —a

Definition Used By
. . SAM-FS,
The file is marked never archive. SAM-QFS
This attribute can be set by the superuser with the

archive (1) command.

The file is marked for direct I/O. For more QFS,
information, see theetfa (1) command’'s-D SAM-FS,
option in your Solaris documentation. SAM-QFS
This file is marked for release as soon as one archivAM-FS,
copy is made. SAM-QFS

This attribute can be set from within the
archiver.cmd  file or by using theelease (1)
command.

This file is marked never release. SAM-FS,

This attribute can be set from within the SAM-QFS
archiver.cmd file or by using theelease (1)

command. To set this from thelease (1)

command, you must be superuser.

The file is marked for partial release. The SAM-FS,
partial=  nk option specifies that the firat SAM-QFS
kilobytes of disk space be retained in disk cache (on

the disk) for the file.

This attribute can be set from within the

archiver.cmd  file or by using theelease (1)

command.

SAM-FS,

The file is marked for segmentation. Requires a SAM-QFS

SAM-Segment license.

Thexmnotation indicates that the segment is
megabytes in size. Tlstage_ahead vy attribute
indicates the number of attributgs {0 be staged
ahead.

These attributes can be set by using the
segment (1) command.
The file is marked for associative staging. SAM-FS,

_ _ o SAM-QFS
This attribute can be set from within the

archiver.cmd file or by using thestage (1)
command.
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Attribute Definition Used By
stage —n A P - AM-FS,
The file is marked never stage. This signifies direc AM-QFS

access to removable media cartridges.

This attribute can be set from within the
archiver.cmd  file or by using thestage (1)
command. To set this from teeage (1) command,
you must be superuser.

All the preceding attributes can be set on directories, too. Files that are written to a directory
after an attribute is set inherit all the directory attributes at the time of the write. Files written
before an attribute is applied to the parent directory do not inherit that directory attribute.

Users can gather information on file attributes by using thedlS$G1) command, which is
described later in this chapter under the heading “Displaying File Information”.

File States

The QFS, SAM-FS, and SAM-QFS file systems set various states for a file. These states are
listed in the inode and are as follows:

Attribute Definition Used By
archdone : - : : SAM-FS,
Indicates that the file’s archive requirements have SAM-QFS

been met. There is no more work archiver can do on
the file. Note thaarchdone does not necessarily
indicate that the file has been archived.

This attribute is set by the archiver and cannot be set

by a user.
damaged The file is damaged. SAM-FS,
This attribute is set by the stager or by the SAM-QFS

samfsrestore  (1M) command. You can use the
undamage (1M) command to reset this attribute to
undamaged.

offline The file data has been released. SAM-FS,
This attribute is set by the releaser. This attribute SAM-QFS
can also be set by using tledease (1) command.

Users can gather information on file states by using thedl$@1) command, which is
described in the following subsection, “Displaying File Information”.
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Displaying File Information

The LSCsls (1) command extends the standard UN8X(1) command and provides more
information about a file. The following example shows the detailed output felsthi@.)
command. It displays the inode information for theHig?2 :

hgc2:

mode: -rw-r--r-- links: 1 owner: root  group: other
length: 14971 inode: 30

archdone;

segments 3, offline 0, archdone 3, damaged O;

copy 1: ----Jun 13 17:14 2239a.48 It MFJ192
copy 2: ----Jun 13 17:15  9e37.48 It AAO0OO6
access: Jun 13 17:08 modification: Jun 13 17:08
changed: Jun 13 17:08 attributes: Jun 13 17:10
creation: Jun 13 17:08 residence: Jun 13 17:08

The first line, which begins witthode: , indicates the file's mode or permissions, the number
of hard links to the file, the owner of the file, and the group to which the owner belongs.

The second line, which begins widmgth: | indicates the file's length in bytes and the inode
number.

The third line, which begins withrchdone; , displays file attributes specific to the QFS,
SAM-FS, or SAM-QFS file system. For more information on this line, sedth€l) man
page.
The fourth line does not appear unless the file is a segment index. This requires a SAM-
Segment license. The general format for this line is as follows:

segments n, offline o, archdone a, damaged d;

This line indicates that there arelata segments. There ardata segments offline. There
area data segments that have met their archiving requirements. The number of damaged data
segments isl.

The fifth line, which begins witkhopy 1: , is the first archive copy line. This line appears in
sls (1) output in SAM-FS and SAM-QFS environments. One archive copy line is displayed
for each active or expired archive copy. The fields in the archive copy lines are as follows:

* The first field indicates the archive copy number.
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» The second field contains 4 indicators, each of which is either a-dashd letter.
Reading them from left to right, the indicators convey the following information:

Dash ¢) _
Position Meaning

1 Indicates either a stale or active entry.

An S indicates that the archive copy is stale. That is, the file was
modified and this archive copy is a previous version of the file.

A Uindicates that the copy has been unarchivédarchivingis the
process by which archive entries for files or directories are deleted

A dash {) indicates that the archive copy is active and valid.
Indicates whether the archive copy is to be rearchived.

Anr indicates that the archive copy is scheduled to be rearchived by
the archiver.

A dash {) indicates that the archive copy is not to be rearchived by
the archiver.

3 Unused.
4 Indicates whether the copy is damaged or undamaged.

A Dindicates that the archive copy is damaged. The archive copy is
not a candidate for staging.

A dash {) indicates that the archive copy is not damaged. Itis a
candidate for staging.

e The third field shows the date and time the archive copy was written to the archive
media.

» The fourth field contains two hexadecimal numbers separated by a decimal point (
The first hexadecimal numbe2Z39a ) indicates the position of the beginning of the
archive file on the cartridge. The second hexadecimal nu#8giq the file byte
offset (divided by 512) of this copy in the archive file.

» The fifth and sixth fields in the archive copy line indicate the media type and the
Volume Serial Name (VSN) where the archive copy resides.

The sixth line, which begins wittopy 2: lists characteristics of the second archive copy.
This line appears isls (1) output in SAM-FS and SAM-QFS environments.

Thechecksum line is displayed only if the file has a checksum-related attribute set (that is,
generate, use, or valid). This line appeardsn(1) output in SAM-FS and SAM-QFS
environments. The format of the checksum line is as follows:

checksum: gen use val algo: 1

The preceding line is displayed if all three checksum attributes are set for a file. If the
generate attribute is not sejo_gen appears in place gen. Similarly, if theuse

attribute is not sefjo_use appears.val is displayed when the file has been archived and a
checksum has been computed. If the file has not been archived and/or no checksum has been
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computednot_val appears. The keyworlgo precedes the numeric algorithm indicator
that specifies the algorithm that is used to generate the checksum value.

For additional information osls (1) output, see thgls (1) man page.

Shared Reader/Shared Writer (QFS File System Only)

A shared reader/shared writeefers to the concept of having a file system that can be
mounted and accessed by multiple servers. Multiple hosts can read from the file system, but
only one host can write to the file system.

A shared reader is specified with the shared_reader option on thenount (1M)
command. There is no limit to the number of file systems that can be mounted as shared
readers. A shared reader file system is automatically mounted as read only.

The one-writer host is specified with the shared_writer option on thenount (1M)
command. Only one file system can be mounted as a shared writer. If

shared_writer is specified, directories are written through to disk at each change and
files are written through to disk at close.

The QFS file system ensures that all servers that access the same file system can always access
the current environment. When the writer closes a file, the QFS file system writes all

information for that file to disk immediately. The reader should only access a file after the file

is closed by the writer. These and other steps ensure that no server in a multiple reader/single
writer QFS environment ever risks getting into an out-of-sync condition with the file system.

For more information on shared reader and shared writer file systems, see the
mount_samfs (1M) man page.

Specifying Disk Allocation Units (DAUs) and Stripe Widths

Disk space is allocated in blocks. These are also called Disk Allocation Units (DAUs), which
are the basic unit of online disk storage. While sectors and cylinders describe the physical disk
geometry, the DAU describes the file system geometry. The appropriate DAU setting and
stripe can improve performance and improve magnetic disk usage.

The DAU setting is the minimum amount of contiguous space that is used when a file is
written. For example, assume that your DAU is set to 16 kilobytes and you have disabled
striping by settingtripe=0 . You are using round robin allocation (because of the
stripe=0  setting), and you have 2 files, as follows:

» The first file is a 15-kilobyte file. It occupies 1 DAU. The file data occupies 15
kilobytes of the DAU, and the other 1 kilobyte is not used.

* The second file is a 20-kilobyte file. It occupies 2 DAUs. The file data occupies all
16 kilobytes of the first DAU, and 4 kilobytes of the second DAU. The second DAU
also contains 12 kilobytes that are not used.

The DAU setting is specified by th@ allocation_unitoption on thesammkfs (1M)
command.
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If striped allocation is used, tis¢ripe widthdetermines the maximum number of DAUs
written in one 1/O event. This setting can be specified by-ohstripe=  n option on the
mount (1M) command, which is run after you have rungammkfs (1M) command.

The following subsections describe how DAU settings and stripe widths can be configured.

DAU Settings and File System Geometry

Each file system can have its own DAU setting. Thus, several mounted file systems can be
active on a server, each with a different DAU setting. Because the DAU setting is determined
when the file system is created usingghenmkfs (1M) command, this setting cannot be
changed dynamically.

All LSC file systems allow you to specify your DAU settings. This adjustable DAU is useful
for tuning the file system with the physical disk storage device. This eliminates the system
overhead caused by the read-modify-write operation. Applications that manipulate very large
files can benefit substantially from this feature. For an example that shows how to control the
read-modify-write operation, see tinount_samfs (1M) man page’s description of the
writebehind=  n option and the EXAMPLES section.

The possible DAU settings differ depending on your file system. The following subsections
describe the DAU settings for each file system. These subsections also introduce the concept
of the Master Configuration Filencf file). You create this ASCII file at system installation

time. It defines the devices and file systems used in your QFS, SAM-FS, or SAM-QFS
environment. Thencf file is introduced in the following subsections, but it is more heavily
discussed in chapter 3, “Volume Management”.

SAM-FS DAU Settings

The SAM-FS file system, which is types in yourmcf file, uses both a small DAU and a
large DAU, as follows:

* The small DAU is always 4 kilobytes.

* By default, the large DAU is 16 kilobytes. The large DAU'’s size can be overridden
when the file system is made by using-tae allocation_unitoption to the
sammkfs (1M) command. The large DAU specification can be 16, 32, or 64
kilobytes.

The available DAU size pairs are 4/16 (default), 4/32, and 4/64. Depending on the type of file
data stored on the disks, selecting the larger DAU pairs can improve the file system
performance significantly. For information on testing system performance, see the subsection
on increasing file transfer performance in chapter 6, “Performance Topics”.

When a file is created, the SAM-FS file system first writes the file to small DAUs; specifically,
up to 8 4-kilobytes small DAUs are used initially. If more DAUs are needed, the SAM-FS file
system writes the remainder of the file to one or more large DAUs. The result is better 1/0
performance for large files while minimizing the disk fragmentation that can result from having
many small files.
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QFS and SAM-QFS DAU Settings

The QFS and SAM-QFS file systems, which are tyygen yourmcf file, use a single DAU
size, but you can specify different DAU sizes by adjusting the default setting in 8-kilobyte
block units. The DAU setting must be specified using-theallocation_unitoption to the
sammkfs (1M) command. The following command specifies a DAU of 128 kilobytes:

server# sammkfs —a 128 samqfsl

For file data, the DAU setting can be anywhere from 16 kilobytes (the default) to 65528
kilobytes. For metadata, the DAU setting is 16 kilobytes.

Stripe Widths
Stripe width defaults differ between QFS, SAM-FS and SAM-QFS file systems. The stripe
width is specified by theo stripe=  n option on thenount (1M) command. For all LSC

file systems, however, if the stripe width is sed fgsound-robin allocation is used.

The following subsections explain the differences that affect stripe widths on the various LSC
file systems.

SAM-FS Stripe Widths

On SAM-FS file systems, the stripe width is set at mount time. If you do not specify a stripe
width, the following defaults are used:

DAU Default Stripe Width Amount of Data Written to 1 Disk
16 kilobytes (default) 8 128 kilobytes
32 kilobytes 4 128 kilobytes
64 kilobytes 2 128 kilobytes

For example, isammkfs (1M) is run with default settings, the default large DAUGs
kilobytes. If the default stripe width is then used whemtbent (1M) command is run, the
stripe width set at mount time &8s

Note that if you multiply the number in the first column of the preceding list by the number in
the second column of the preceding list, the resulting numi@s8igilobytes. LSC file

systems operate more efficiently if the amount of data being written to disk is at least 128
kilobytes. The efficiency comes from lowered overhead and other factors.

QFS and SAM-QFS Stripe Widths — Not Using Striped Groups

On QFS and SAM-QFS file systems, the stripe width that is set at mount time depends on
whether or not striped groups are configuredstifped groupis a collection of devices that
are striped as a group. For more information on striped groups, see “File Allocation
Methods”. This subsection describes stripe widths for QFS and SAM-QFS without stripe
groups.

If striped groups are not configured, the DAU and stripe width relationships are similar to
those for SAM-FS file systems. The differences being that a DAU of 128 kilobytes is possible
and that the DAU is configurable in 8-kilobytes blocks.
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By default, if no stripe width is specified, the amount of data written to disk is always at or
near 128 kilobytes. Like other file systems, QFS and SAM-QFS are more efficient if write
operations write at least one whole stripe per I/O request. If you do not specify a stripe width,
the following defaults are used:

DAU Default Stripe Width Amount of Data Written to 1 Disk
16 kilobytes (default) 8 128 kilobytes
24 kilobytes 5 120 kilobytes
32 kilobytes 4 128 kilobytes
40 kilobytes 3 120 kilobytes
48 kilobytes 2 96 kilobytes
56 kilobytes 2 112 kilobytes
64 kilobytes 2 128 kilobytes
72 kilobytes 1 72 kilobytes
128 kilobytes 1 128 kilobytes
> 128 kilobytes 1 DAU size

QFS and SAM-QFS Stripe Widths — Using Striped Groups

If striped groups are configured for your QFS or SAM-QFS file system, the minimum amount
of space allocated is the DAU multiplied by the number of devices in the striped group. The
DAU can be very large when using striped groups. LSC recommends that the DAU be at least
128 kilobytes to make QFS and SAM-QFS more efficient.

When striped groups are used, data is written to several disk devices at once. This allocation
treats a group of disks as if they were one device.

If striped groups are configured, data is written to each disk in disk cachéasihstriping
Hard striping refers to writing to the same specific place on each disk when data is written.

QFS and SAM-QFS Data Alignment

Data alignmentefers to matching the allocation unit of the RAID controller with the
allocation unit of the file system. A mismatched alignment causes a read-modify-write
operation.

The optimal QFS file system alignment formula is as follows:
allocation_unit= RAID stripe width X number of data disks

For example, if a RAID-5 unit has a total of 8 disks, with 1 of the 8 being the parity disk, the
number of data disks is 7. If the RAID stripe width is 64 kilobytes, then the optimal allocation
unit is 64 X 7 = 448 kilobytes.
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Data files are striped or round-robined through each striped ggoQ©X or data diskrfr)

defined within the same file system. By default, if you have multiple metadata devices,
metadata is allocated using striped or round-robin allocation depending on the data disk setting.
You can override this setting. For more information on stripingtioeles  file, see chapter

5, “Advanced Topics”.

The rest of this chapter provides more information for you to consider when setting DAUs and
determining stripe widths.

File Allocation Methods

All LSC file systems allow you to specify both round-robined and striped allocation methods.
These methods are as follows:

» Striped allocations spread the files across all devices configured in the file system.
Striping is used when performance for one file requires the additive performance of all
the devices. Striped disk access allows multiple I/O streams to simultaneously write a
file across multiple disks, interlacing the file on logical disks. The size of the I/O
transmission is determined by the DAU and the stripe width. By default, the file
systems are striped.

The QFS and SAM-QFS file systems enhance the concept of striped allocation by
supportingstriped groups A striped group is a collection of devices within a QFS or
SAM-QFS file system. Striped groups must be defined imitfefile asg XXX

devices. Striped groups allow one file to be written to and read from two or more
devices. You can specify up to 128 striped groups within a file system.

* Round-robined allocation writes files to individual file system devices. Round-robined
allocation is useful for multiple data streams because aggregate performance can
exceed striping performance in this type of environment. Round-robined disk
allocation allows a single file to be written to a logical disk. The next file is written to
the next logical disk. 1/O size is determined by the size of the file being written.
Round-robined allocation can be explicitly specified in/dte/vfstab file by
enteringstripe=0

The following subsections describe round-robined allocation, striped allocation, and striped
groups in more detail. At the end of this chapter there is an example that shows how to match
your allocation method with the types of files in your file system.

Round-robined Allocation

The round-robined allocation method writes one data file at a time to each successive device in
the family set. When the number of files written equals the number of devices defined in the
family set, the file system starts over again with the first device.

If a file exceeds the size of the physical device, the first portion of the file is written to the first
device, and the remainder of the file is written to the next device with available storage.

The following figures depict LSC file systems using round-robined allocation. In these figures,
file 1 is written to disk 1, file 2 is written to disk 2, file 3 is written to disk 3, and so on. When
file 6 is created, it is written to disk 1, starting the round-robined allocation scheme over again.
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Figure 2-1 depicts a SAM-FS file system using round-robined allocation on five devices.

Figure 2-2 depicts a QFS or SAM-QFS file system using round-robined allocation on five
devices.
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SAM-FS
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Figure 2-1. A round-robined SAM-FS file system using five devices
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QFS or SAM-QFS
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Figure 2-2. A round-robined SAM-QFS or QFS file system with five devices
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Striped Allocation

By default, LSC file systems use a striped allocation method to spread file data over all the
devices in the family setStripingis a method of writing files in an interlaced fashion across
multiple devices concurrently. A file system that is using striped devices addresses blocks in
an interlaced fashion rather than sequentially. Striping generally increases performance
because disk reads and writes are spread concurrently across disk heads.

In a striped file system, file 1 is written to disk 1, disk 2, disk 3, disk 4, and disk 5. File 2 is
written to disks 1 through 5 as well. The DAU multiplied by the stripe width determines the
amount of data written to each disk in a block.

When a SAM-FS file system starts to write a file, it first assumes that the file will fit into a
small DAU, which is 4 kilobytes. If the file does not fit into the first 8 small DAUs (32
kilobytes) allocated, the file system writes the remainder of the file into one or more larger
DAUSs.

When a QFS or SAM-QFS file system starts to write a file, it writes first to one DAU, then
another, and so on. The QFS and SAM-QFS file systems have only one DAU size.

The following figures depict LSC file systems using striped allocation. In these figures,
DAU X stripe_widthbytes of the file are written to disk 1, DAUstripe_widthbytes of the

file are written to disk 2, DAU Xtripe_widthbytes of the file are written to disk 3, and so on.
The order of the stripe is first-in-first-out for the files. Striping spreads the 1/O load over all
the disks.

Figure 2-3 depicts a SAM-FS file system using five striped devices. Figure 2-4 depicts a QFS
or SAM-QFS file system using five striped devices.
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SAM-FS

Single
Disk or
Raid

Figure 2-3. A SAM-FS file system using five striped devices
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Single
Disk or
Raid

Figure 2-4. A QFS or SAM-QFS file system with five striped devices
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Striped Groups (QFS and SAM-QFS File Systems Only)

A striped groupis a special QFS and SAM-QFS allocation method that is designed for sites
that have extremely large 1/0 requirements and terabytes of disk cache. A striped group
allows you to designate an equipment type that contains multiple physical disks. Multiple
striped group equipment types can make up a single QFS or SAM-QFS file system. Striped
groups save bit map space and system update time for very large RAID configurations. Figure
2-5 shows striped groups.

ion.
QFS or SAM-QFS Meta

RAID

ij Group O

_,i
4’6 RAID
¢

®00 >files >filel

®00 > file5 > file2

Group 1

RAID

®00 >iile6 > file3 | i Group 2
4,@

Figure 2-5. A QFS or SAM-QFS file system using striped groups and a round-robined
allocation

In figure 2-5, files written to thgfs1 file system are round-robined between grog@sgl,
andg2. Three striped groups are defingd (g1, andg2). Each group consists of two
physical RAID devices. The mount point optiorietc/vfstab is set tostripe=0

These striped groups are declared as follows imitfefile:
gfsl 10 ma (qfsl

/dev/dsk/c0tld0s6 11 mm qfsl - /dev/rdsk/cOt1d0s6
/dev/dsk/c1tld0s2 12 g0 qgfsl - /dev/rdsk/c1t1d0s2
/dev/dsk/c2t1d0s2 13 g0 qgfsl - /dev/rdsk/c2t1d0s2
/dev/dsk/c3t1d0s2 14 gl qfsl - /dev/rdsk/c3t1d0s2
/dev/dsk/c4tld0s2 15 gl qfsl - /dev/rdsk/c4t1d0s2
/dev/dsk/c5t1d0s2 16 g2 qfsl - /dev/rdsk/c5t1d0s2
/dev/dsk/c6t1d0s2 17 g2 qfsl - /dev/rdsk/c6t1d0s2
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Figure 2-6 shows an example of striped groups in which the data is striped across groups.

Meta

QFS or SAM-QFS

Grouped
RAIDS

EcHppecHypec

Figure 2-6. A QFS or SAM-QFS file system using striped groups (striped allocation)

In figure 2-6, files written to thgfs1 file system are striped throughout grogfs g1, and
g2. Each group is comprised of four physical RAID devices. The mount point option in
/etc/vfstab iS set tostripe=1  or greater.

Mismatched Striped Groups (QFS and SAM-QFS File Systems Only)

It is possible to build a file system with mismatched striped grolfismatched striped
groupsare those that do not contain the same number of devices in each group. LSC file
systems support mismatched striped groups, but they do not support striping on mismatched
groups. File systems with mismatched striped groups are round robin file systems.

The following example presents a situation and shows how a file system can be set up to store
different types of files.
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Assumptions

Assume that you have a QFS license, and you need to create a file system at your site that
contains video and audio data.

Storing the Video and Audio Files

Video files are quite large and require greater performance than audio files. You want to store
them in a file system with a large striped group because striped groups maximize performance
for very large files.

Audio files are smaller and require less performance than video files. You want to store them
in a small striped group. One file system can support both video and audio files.

The file system you want is depicted in figure 2-7.

Meta

Grouped
Ej RAIDS

QFS

.

Figure 2-7. A QFS file system using mismatched striped groups (striped allocation)
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The characteristics of this file system would be as follows:

Characteristic Notes

File system name avfs

Number of stripe groups 2. The video file grougGs The audio file group igl.
Stripe width 0

DAU 128 kilobytes

Number of disks fog0 8

Minimum block size foig0 8 disks X 128-kilobyte DAU = 1024 kilobytes

(This is the amount of data written in one block write. Each
disk receives 128 kilobytes of data, so the total amount written
to all disks at one time is 1024 kilobytes.)

Number of disks fogl 1

Minimum block size foigl 1 disk X 128-kilobyte DAU = 128 kilobytes

The/etc/vfstab file needs to have the following line added to it in order for the
environment to recognize tlagfs file system:

avfs - Javfs samfs - no stripe=0

Note that in théetc/vfstab file, stripe=0 s used to specify a round-robin file system.

This is used because a value greater thatrip¢ > 0 ) is not supported for mismatched
striped groups.

Themcf file for this file system is as follows:

Equipment Eq Eq Fam Dev Additional
Identifier Ord Type Set State Parameters

#

avfs 100 ma avfs

/dev/dsk/c00t1d0s6 101 mm avfs - /dev/rdsk/c00t1d0s6
#

/dev/dsk/c01t1d0s6 102 g0 avfs - /dev/rdsk/c01t1d0s6
/dev/dsk/c02t2d0s6 103 g0 avfs - /dev/rdsk/c02t2d0s6
/dev/dsk/c03t3d0s6 104 g0 avfs - /dev/rdsk/c03t3d0s6
/dev/dsk/c04t4d0s6 105 g0 avfs - /dev/rdsk/c04t4d0s6
/dev/dsk/c05t5d0s6 106 g0 avfs - /dev/rdsk/c05t5d0s6
/dev/dsk/c06t6d0s6 107 g0 avfs - /dev/rdsk/c06t6d0s6
/dev/dsk/c07t1d0s6 108 g0 avfs - /dev/rdsk/c07t1d0s6
/dev/dsk/c08t1d0s6 109 g0 avfs - /dev/rdsk/c08t1d0s6
#

/dev/dsk/c09t1d0s6 110 g1 avfs - /dev/rdsk/c09t1d0s6

After themcf file for this file system is ready, you can enter the folloveagimkfs (1M) and
mount (1M) commands to create and mountdlés file system:

server# sammkfs —a 128 avfs
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After the file system is mounted, you can create 2 directories for the two types of files by
issuing the following commands:

server#  mkdir video
server#  mkdir audio

The previous two commands create two directories in the file system.
server#  setfa —gO0 video
server#  setfa —gl audio

The first of the preceding two commands assigns the large striped group to video. The second
of the preceding two commands assigns the small striped group to audio. Files created in these
directories are allocated on their respective striped groups because attributes are inherited.

For more information on treammkfs (1M) command, see trammkfs (1M) man page.
Fore more information on thmount (1M) commands, see timeount_samfs (1M) man
page. For more information on thetfa (1) command, see tisetfa (1) man page.
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Chapter 3

The volume manager groups physical devices into family sets upon which the file system is
created. The master configuration fiedf ) controls the volume manager’s features.

The configuration process is part of the installation process. The steps in the configuration
process are as follows:

1. Create théetc/opt/LSCsamfs/mcf file.

2. Edit theletc/vfstab file.

3. Use thesammkfs (1M) command to construct the new file system.
4. Use thenount (1M) command to mount the file system.

The installation and configuration process is described completely @RBeSAM-FS, and
SAM-QFS Software Installation and Configuration Gujogblication SG-0007. This

chapter provides more information on configuring the file systems used in the QFS, SAM-FS,
and SAM-QFS environments.

This chapter describes the following topics:
¢ Creating théetc/opt/LSCsamfs/mcf file
e mcf file examples
* Interactions between file settings, options, and directives

» Configuration examples

Creating the mcf File

The first step toward configuring an LSC file system is to create a master configuration file in
/etc/opt/LSCsamfs/mcf . Themcf file contains the information that the LSC file

system needs in order to identify and organize RAID and disk devices into file systems. It also
contains entries for each automated library or device included in a file system. A seafple

file is located infopt/LSCsamfs/examples/mcf

An mcf file is an ASCII file that consists of lines of specification code divided into six
columns orfields The following format shows the six fields that comprise each line in an
mcf file:

Equipment Equipment Equipment Family Device Additional
Identifier Ordinal Type Set State Parameters
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The following rules pertain to how data can be entered imtfefile:

» Enter either space or tab characters between the fields in the file.

* You can include comment lines in arcf file. Comment lines start with a pound sign

#)-

* As the following table indicates, some fields are optional. If you do not enter
meaningful data in a field, enter a dash charaeteto(indicate that this is an omitted

field.

The following table describes the fields.

Field

Equipment
Identifier

Equipment
Ordinal

Description

Required. This field is either the name of a file system, a
/dev/dsk entry, a/dev/samst entry, or ddev/rmt  entry.

If this field contains the name of a file system, the subsequent lines
in themcf file all define the disks or devices included in the file
system. More than one file system can be declarednmcérfile.
Typically, the first data line in amcf file declares the first file

system, and subsequent lines specify the devices included in the file
system. The other file systems declared imthé file can be

preceded by a blank comment line for readability. File system
names must start with an alphabetic character and can contain only
contain alphabetic characters, numeric characters, or underscore
(L) characters.

If this field is a/dev/dsk entry, it identifies a disk partition or
slice.

If this field is a/dev/samst  entry, it identifies an automated
library or optical drive. If you are configuring a network-attached
automated library, see tR¥FS, SAM-FS, and SAM-QFS
Installation and Configuration Guidgublication SG-0007, and
theSAM-FS and SAM-QFS Storage and Archive Management
Guide publication SG-0008, for more information.

If this field is a/dev/rmt  entry, it identifies a tape drive.

Required. This field assigns a numeric identifier to the piece of
equipment declared in the precedifguipment ldentifier

field. There must be an equipment ordinal for each element in the
file system. Enter a unique integer franto 65535 .

SG-0006 3.5.0-20



Chapter 3: Volume Management

Creating the mcf File

Field Description
Equipment Type Required. Enter a 2-, 3-, or 4-character code for the device type.

The SAM-FS file system uses the following equipment types:

ms

md

Defines a SAM-FS file system.

Defines a striped or round-robined device for
storing file data and metadata information.

The QFS and SAM-QFS file systems use the following equipment

types:
ma

mm

mr

gXXX

Defines a QFS or SAM-QFS file system.

Defines a metadata device for storing inode and
other non-data information.

Defines a round-robined or striped data device.

Striped group data device. Striped groups start
with the letterg followed by a number. The
number must be an integer such that

0 <XXX<127. For exampleg12.

All members in astriped group must be the same
type and size. Different striped groups within
one file system are not required to have the same
number of membersmr andg XXX devices

cannot be mixed in one file system.

Besides the file system equipment types, other codes are used to
identify automated libraries and other devices. For more
information on specific equipment types, seetieé (4) man page.

SG-0006 3.5.0-20



Creating the mcf File

Field
Family Set

Device State

Additional
Parameters

Chapter 3: Volume Management

Description

Required for file system devices. Optional for other devices. If this
is an optional field, enter a dash) character to indicate that this
field is omitted.

Naming conventions for family set names are identical to those for
file system names. The names must start with an alphabetic
character and can contain only contain alphabetic characters,
numeric characters, or underscorg ¢haracters.

For a file system, this field is required because a family set
associates all devices with the same family set name together as a
file system. The family set name is physically recorded on all the
devices in the file system when tsemmkfs (1M) command is

issued. It is possible to change this name by usingRrend—-R
options together on tleamfsck (1M) command. For more
information on thesammkfs (1M) command, see the

sammkfs (1M) man page. For more information on the

samfsck (1M) command, see tleamfsck (1M) man page.

In SAM-FS and SAM-QFS environments, this field can be either a
family set name or a dash)( If the device is associated with a
family set (that is, a file system or an automated library), enter the
family set name for this device.

If the device is a manually loaded drive, enter a dash to indicate
that this field is omitted.

Optional. Enter a state for the device when the file system is
initialized. Valid device states aom andoff . If on oroff are
not entered, enter a dast) Character to indicate that this field is
omitted.

Required for file system components.
Optional for other devices. If this is an optional field, enter a dash
(-) character to indicate that this field is omitted.

If this line identifies a disk slice (hagd@ev/dsk equipment
identifier), this field must contain a correspondidgv/rdsk
identifier.

If this line identifies an automated library, this field must be the
path name to the library catalog file. The default library catalog
file is /var/opt/LSCsamfs/catalog/ family_set_name

For more information on writing thacf file, see thancf (4) man page.

SG-0006 3.5.0-20



Chapter 3: Volume Management mcf File Examples

mcf File Examples

Each file system configuration is unique. System requirements and actual hardware differ
from site to site. The following subsections show sammgk files for QFS, SAM-FS, and
SAM-QFS environments.

SAM-FS Volume Management Examples

For the SAM-FS file system, family sets are defined inf¢h&/opt/LSCsamfs/mcf
file in theEquipment Type field using the following equipment types:

* msfor the SAM-FS file system type.

« mdfor the devices. Data is striped or round robined across these devices. The stripe
width is set with the-o stripe=  n option on thenount (1M) command. The
default stripe width is set based on the DAU size. For more information on stripe
widths and DAU sizes, see chapter 2, “File System Design”.

Metadata (including inodes, directories, allocation maps, and so on) and file data on SAM-FS
file systems are located on the same disk. Data files are striped or round-robined through each
disk partition defined within the same file system.

The following example shows ancf file for a SAM-FS file system:

# SAM-FS file system configuration example

#

# Equipment Eq Eq Fam. Dev. Additional
# Identifier  Ord Type Set State Parameters

Hommmmmee - mme mm e mmmmme e ————

samfsl 10 ms samfsl

/dev/dsk/c1t1d0s6 11 md samfsl - /dev/rdsk/c1t1d0s6
/dev/dsk/c2t1d0s6 12 md samfsl - /dev/rdsk/c2t1d0s6
/dev/dsk/c3t1d0s6 13 md samfsl - /dev/rdsk/c3t1d0s6
/dev/dsk/c4t1d0s6 14 md samfsl - /dev/rdsk/c4t1d0s6
/dev/dsk/c5t1d0s6 15 md samfsl - /dev/rdsk/c5t1d0s6

QFS and SAM-QFS Volume Management Examples

For the QFS and SAM-QFS file systems, family sets are defined in the
/etc/opt/LSCsamfs/mcf file in theEquipment Type field using the following
device types:

* mafor the QFS or SAM-QFS file system type.

* mmfor metadata. File data is not written to this device. You can specify multiple
metadata devices.

» mr for devices upon which file data is to be striped or round-robined. The stripe width
is defined as a mount option. The default stripe width is set based on the DAU size.
For more information on stripe widths and DAU sizes, see chapter 2, “File System
Design”.
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« gXXX For devices upon which file data is to be striped as a group. A striped group
is a logical group of devices that are striped as a unit. Data is striped across the
members of each group.

Groups are specified witf0 throughg127 equipment type numbers with the stripe
width on each device being the DAU. All devices strdped group must be the same
size. Different striped groups within one file system are not required to have the same
number of membersmr andg XXX devices cannot be mixed in a file system.

Data can be striped (if all groups contain the same number of devices) or round-
robined between groups. The default is round robin.

Metadata (including inodes, directories, allocation maps, and so on) on QFS and SAM-QFS
file systems is located on the metadata device(s) and is separated from the file data devices.
By default, metadata is allocated using round-robin allocation if you have multiple metadata

devices.

Data files are striped or round-robined through each data disk pantitioor § XXX) defined
within the same file system.

Example 1. The following example showsmadf file with two QFS or SAM-QFS file
systems:

# SAM-QFS file system configuration example

#

# Equipment Eq Eg Fam. Dev. Additional
# Identifier  Ord Type Set State Parameters

fsl 10 ma qfsl -

/dev/dsk/c2t1d0s7 11 mm qfsl - /dev/rdsk/c2t1dOs7
/dev/dsk/c3t0d0s6 12 mr qgfsl - /dev/rdsk/c3t0d0s6
/dev/dsk/c3t0d1s6 13 mr gfsl - /dev/rdsk/c3t0d1s6

Example 2. The following example showsmadf file for a QFS or SAM-QFS file system

with two striped groups:
# QFS file system configuration

# Equipment Eq Egq Fam. Dev. Additional
# Identifier ~ Ord Type Set State Parameters

. mem e e o
gfsl 10 ma qgfsl -

/dev/dsk/c2t1d0s7 11 mm qgfsl - /dev/rdsk/c2t1d0s6
/dev/dsk/c3t0d0s6 12 g0 qfsl - /dev/rdsk/c3t0d0s6
/dev/dsk/c3t0d1s6 13 g0 qfsl - /dev/rdsk/c3t0d1s6
/dev/dsk/c4t0d0s6 14 g1 qfsl - /dev/rdsk/c4t0d0s6
/dev/dsk/c4t0d1s6 15 g1 qfsl - /dev/rdsk/c4t0d1s6

3-6 SG-0006 3.5.0-20



Chapter 3: Volume Management Interactions Between File Settings, Options, and Directives

Example 3. The following example showsmaaf file with three QFS or SAM-QFS file
systems:

# SAM-QFS file system configuration example
#

# Equipment Eq Eg Fam. Dev. Additional
# Identifier  Ord Type Set State Parameters

Hommmme - mm mm mmmmmm mmmmme mmmmmmmmm————————

gfsl 10 ma qfsl -

/dev/dsk/c1t13d0s6 11 mm qfsl -

/dev/rdsk/c1t13d0s6

/dev/dsk/c1t12d0s6 12 mr qfsl -

/dev/rdsk/c1t12d0s6

#

gfs2 20 ma gfs2 -

/dev/dsk/c1t5d0s6 21 mm qfs2 - /dev/rdsk/c1t5d0s6
/dev/dsk/c5t1d0s6 22 mr (fs2 - /dev/rdsk/c5t1d0s6
#

gfs3 30 ma gfs3 -

/dev/dsk/c7t1d0s3 31 mm qfs3 - /dev/rdsk/c7t1d0s3
/dev/dsk/c6t1d0s6 32 mr (fs3 - /dev/rdsk/c6t1d0s6
/dev/dsk/c6t1d0s3 33 mr (fs3 - /dev/rdsk/c6t1d0s3
/dev/dsk/c5t1d0s3 34 mr (fs3 - /dev/rdsk/c5t1d0s3

For more examples showing file system configuration imribe file, see th&FS, SAM-FS,
and SAM-QFS Software Installation and Configuration Guplication SG-0007.

Interactions Between File Settings, Options, and Directives

Themcf file defines each LSC file system, but file system behavior depends on interactions
between default systems settings, settings iretioévfstab file, settings in the
samfs.cmd file, and options on theount (1M) command line.

You can specify certain system settings, for example the stripe width, in more than one place.
When this happens, settings in one place can override the settings in another. Various files and
command lines interact as follows:

Highest priority mount (1M) options
(overrides all others)

\|/ /etc/vfstab settings
| samfs.cmd file settings
Lowest Priority System defaults

The following subsections describe these system components in more detail, explain when to
use these files and commands, and show the order in which they take precedence.
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System Defaults

The default system settings are the configurable settings already defined for your Solaris
system. These system settings can be overridden by settingsamtfeecmd  file, the
/etc/vfstab file, and on thenount (1M) command.

The samfs.cmd File

Thesamfs.cmd file is an LSC command file that allows you to specify mount parameters
for all your LSC file systems. This file can be useful when you have multiple file systems
configured and you want to specify differing mount parameters for any of them.

The list of possible mount parameters is very comprehensive. The possible mount parameters
you can specify pertain to 1/O settings, readahead, writebehind, the stripe width, various
storage and archive management (SAM) settings, and Qwrite. The mount parameters that can
be specified in theamfs.cmd file are identical to those that you can specify in the

/etc/vfstab file or as arguments to th® option on thenount (1M) command. For

more information on possible mount parameters, sesatinés.cmd (4) man page.

Using this file allows you to define all your mount parameters in one place in an easily
readable format. Directives specified toward the beginning of this file apply to all LSC file
systems. The second part of this file allows you to indicate the specific parameters that you
want to apply to each file system. The ability to specify the common parameters once, and
only in one place, differentiates this file from tleéc/vfstab file, in which you must

specify all mount parameters for each file system in the seventh field.

In thesamfs.cmd file, the directives are written one per line. The file can contain
comments, which must begin with a pound charaéfer Characters that appear to the right
of the pound character are treated as comments.

Directives that appear before &isy= line apply globally to all file systems. A line that
starts withfs = must precede directives that are specific to a particular file system.
Directives specific to a particular file system override global directives.

NOTE

Make sure that there is a space on each side of every equal sign (“ = "3amitsecmd
file. Failure to include the spaces causes a syntax error, prevents the file from running, and
creates an error message in the log file for SAM-FS and SAM-QFS file systems.

The following examplsamfs.cmd file sets the low and high water marks for disk cache
utilization and specifies individualized parameters for two file systems:
inodes = 32768
low = 50
high =75
fs = samfsl
high = 65
writebehind = 512
readahead = 1024
fs = samfs5
partial = 64
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The directives in theamfs.cmd file serve as defaults and override any default system
settings, but arguments to ttmount (1M) command override any directives in this file.
Entries in theetc/vfstab file also override directives specified in t@mfs.cmd file.

For information on which directives can be entered irsémefs.cmd file, see the
samfs.cmd (4) man page. For information on ttim@unt (LM) command, see the
mount_samfs (1M) man page.

The /etc/vfstab File

The/etc/vfstab Solaris system file must contain a line for each LSC file system that is
defined in thancf file. For each file system, you must fill in seven fields that contain the
following information:

Field Number Content

1 The file system name.

2 The file system tésck (1M).

3 The mount point.

4 The file system type (alwagamfs , even for QFS and SAM-QFS file
systems).

5 Thefsck (1M) pass.

6 Mount at boot options.

7 Mount parameters.

The fields in théetc/vfstab file must be separated by either space or tab characters.

The mount parameters in the seventh field, however, must each be separated by a comma
character () without any intervening spaces.

The mount parameters field can contain any of the mount parameters listed as arguments to the
—0 option on thenount_samfs (1M) man page. These parameters are identical to those

that you can specify as directive lines in shenfs.cmd file or as arguments to th@

option on thenount (1M) command. As with theamfs.cmd file, you can specify various

I/O settings, readahead, writebehind, the stripe width, various storage and archive management
(SAM) settings, and gwrite.

For more information on possible mount parameters, seadbhat_samfs (1M) man page.
For more information on modifying thetc/vfstab file, see th&QFS, SAM-FS, and SAM-
QFS Software Installation and Configuration Guigeblication SG-0007, or see the

vistab (4) man page.

The mount (1M) Command

The Solarismount (1M) command mounts the file system and allows you to specify settings
that override the settings specified in téee/vistab file and in the
/etc/opt/LSCsamfs/samfs.cmd file. For example, you can specify the stripe width,
readahead, writebehind, high and low water marks for disk cache utilization, and so on. For
more information, see tmount_samfs (1M) man page.

SG-0006 3.5.0-20 3-9



Configuration Examples Chapter 3: Volume Management

One way to use thmount (LM) command in conjunction with tteamfs.cmd file is to use
thesamfs.cmd file as your main location for mount options and to use options on the
mount (1M) command when experimenting with or tuning your system. nitent (1M)
command options override both tlegc/vistab entries and the directives in the
samfs.cmd file.

Example. The following command mounts file systgsil at/work with setuid
execution disallowed. Thgfs1 file system name is the equipment identifier. This also
appears in thencf file’s Equipment Identifier field for this file system.

server#  mount —o nosetuid gfsl /work

For more information on theount (1M) command, see thmount_samfs (1M) man page.

The sammkfs (1M) Command

Thesammkfs (1M) command constructs new file systems. It allows you to specify the DAU
setting. For SAM-FS and SAM-QFS, this command is also used when restoring files or file
systems. Another commargimfsinfo (1M) can be used to gather the configuration
information for an existing file system.

Thesammkfs (1M) command must be issued prior to issuingnieeint (1M) command
when installing and configuring and LSC file system. For more information, see the
sammkfs (1M) man page.

Configuration Examples

The rest of this chapter presents sample QFS configurations and shows various steps and
considerations in setting up theef file on a server. The following procedures are described:

* How to configure a metadata disk and round-robined data disks
* How to configure a metadata disk and striped disks
* How to configure striped groups

Note that all sample QFS configurations could have automated libraries and other removable
media devices defined as well, essentially extending the size of the disk cache. Removable
media device configurations are not shown. For information on configuring removable media
devices see th@FS, SAM-FS, and SAM-QFS Installation and Configuration Guide
publication SG-0007, and tlIBAM-FS and SAM-QFS Storage and Archive Management
Guide publication SG-0008.

The sample configurations assume that the LSC file system is loaded on the system and all file
systems are unmounted.
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QFS Round-robined Disk

This sample configuration illustrates a QFS file system that separates the metadata on to a
low-latency disk. Round-robin allocation is used on four partitions. The file system is created
using thesammkfs (1M) command. Each disk is on a separate LUN.

The following assumptions are used:
* The metadata device is a single partitis®)(used on controller 5, LUN 0.

*« The data devices consist of four disks attached to four controllers.

Step 1: Write the mcf File

The following is a samplencf file for a round-robin disk configuration:

# QFS disk cache configuration — Round-robin mcf sample
#

# Equipment Eq Egq Fam. Dev Additional

# Identifier ~ Ord Type Set State Parameters
Hommmmmee - mmm mm mmmmmm mmmmmm mmmmm——————————

gfsl 1 ma qgfsl -

/dev/dsk/c5t0d0s6 11 mm qgfsl on /dev/rdsk/c5t0d0s6
/dev/dsk/c1t1d0sO 12 mr qgfsl on /dev/rdsk/c1t1d0sO
/dev/dsk/c2t1d0sO 13 mr qgfsl on /dev/rdsk/c2t1d0sO
/dev/dsk/c3t1d0sO 14 mr qgfsl on /dev/rdsk/c3t1d0sO
/dev/dsk/c4t1d0sO 15 mr gfsl on /dev/rdsk/c4t1d0sO

Step 2: Modify the /etc/vistab File

The/etc/vfstab is edited. Because the QFS file system withdata devices uses striped
allocation as a default, you must seipe=0 for round-robin allocation.

To explicitly set round-robin on the file system, setdtigpe=0  as follows:
gfsl - /qfs samfs - yes stripe=0
Step 3: Run the sammkfs (1M) Command

Initialize the QFS file system by using ts@&mmkfs (1M). The default DAU is 16 kilobytes,
but the following example sets the DAU size to 64 kilobytes:

server #sammkfs -a 64 gfsl
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SAM-FS Round-robined Disk

This sample configuration illustrates a SAM-FS file system. Striped allocation is used by
default on four partitions. You need to seipe=0 to specify round robin allocation. The
file system is created using ttkemmkfs (LM) command. The data devices consist of four
disks attached to four controllers. Each disk is on a separate LUN.

Step 1: Write the mcf File

The following is a samplencf file for a round-robin disk configuration:

# SAM-FS disk cache configuration — Round-robin mcf sample
#

# Equipment Eq Eq Fam. Dev Additional

# Identifier ~ Ord Type Set State Parameters

samfsl 1 ms samfsl

/dev/dsk/c1t1d0sO 11 md samfsl on /dev/rdsk/c1t1d0sO
/dev/dsk/c2t1d0s5 12 md samfsl on /dev/rdsk/c2t1d0sO
/dev/dsk/c3t1d0sO0 13 md samfsl on /dev/rdsk/c3t1d0s0
/dev/dsk/c4t1dOsl 14 md samfsl on /dev/rdsk/c4t1d0sO

Step 2: Modify the /etc/vistab File

The/etc/vfstab is edited. Because the SAM-FS file system uses striped allocation by
default, you must set tletripe=0  to obtain round-robined allocation.

To explicitly set round-robin on the file system, setdtigpe=0 as follows:
samfsl - /samfsl samfs - yes stripe=0

Step 3: Run the sammkfs (1M) Command

Initialize the SAM-FS file system by using te@mmkfs (1M). The default DAU is 16
kilobytes, but the following example sets the DAU size to 64 kilobytes:

server #sammkfs -a 64 samfsl
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QFS Striped Disk Configuration

This sample configuration illustrates a QFS file system that again separates the metadata onto
a low-latency disk. By default, file data is striped to four partitions. The file system is created
using thesammkfs (1M) command, and the DAU size is specified.

The following assumptions are used:
* The metadata device is a single partitis®)(used on controller O, LUN 1.

*« The data devices consist of four disks attached to four controllers. Each disk is on a
separate LUN.

Step 1. Write the mcf File

Write themcf file using the disk configuration assumptions. The following is a samgfle
file for a striped disk configuration:

# QFS disk cache configuration — Striped Disk mcf sample
#

# Equipment Eq Egq Fam. Dev. Additional

# Identifier  Ord Type Set State Parameters

fsl 10 ma gfsl

/dev/dsk/cOt1d0s6 11 mm qgfsl on /dev/rdsk/cOt1d0s6
/dev/dsk/c1t1d0sO 12 mr gfsl on /dev/rdsk/c1t1d0sO
/dev/dsk/c2t1d0sO 13 mr gfsl on /dev/rdsk/c2t1d0s0O
/dev/dsk/c3t1d0sO 14 mr gfsl on /dev/rdsk/c3t1d0sO
/dev/dsk/c4t1d0sO 15 mr gfsl on /dev/rdsk/c4t1d0sO

Step 2: Modify the /etc/vistab File

Set the stripe width using tls&ripe=  option. The following example sets the stripe width
equal to one DAU, which is the default:

gfsl - /gfs samfs - yes stripe=1

This setting stripes file data across all four ofrtiredata drives with a stripe width of one
DAU. Note the DAU is the allocation unit you set when you initialize the file system (see
“Step 3", following).

Step 3: Run the sammkfs (1M) Command

Initialize the QFS file system using tekemmkfs (1M) command. The following example sets
the DAU size to 128 kilobytes:

server #sammkfs -a 128 gfsl

With this striped disk configuration, any file written to this file system is striped across all of
the devices in increments of 128 kilobytes.

Metadata is written to device 11 only.
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SAM-FS Striped Disk Configuration

This sample configuration illustrates a SAM-FS file system that again separates the metadata
onto a low-latency disk. File data is striped to four disk drives. The file system is created
using thesammkfs (1M) command, and the DAU size is specified. The data devices consist

of four disks attached to four controllers. Each disk is on a separate LUN.

Step 1. Write the mcf File

Write themcf file using the disk configuration assumptions. The following is a sammgfle
file for a striped disk configuration:

# SAM-FS disk cache configuration — Striped Disk mcf sample

#

# Equipment Eq Egq Fam. Dev. Additional
# Identifier ~ Ord Type Set State Parameters

samfsl 10 ms samfsl

/dev/dsk/c1t1d0sO 11 md samfsl on /dev/rdsk/c1t1d0sO
/dev/dsk/c2t1d0sO0 12 md samfsl on /dev/rdsk/c2t1d0s0O
/dev/dsk/c3t1d0sO0 13 md samfsl on /dev/rdsk/c3t1d0s0
/dev/dsk/c4t1d0sO 14 md samfsl on /dev/rdsk/c4t1d0s0O

Step 2: Modify the /etc/vistab File

It is not necessary to modify thetc/vfstab file because this example uses defaults.

Step 3: Run the sammkfs (1M) Command

Initialize the SAM-FS file system using teammkfs (1M) command. The following example
sets the DAU size to 128 kilobytes:

server #sammkfs -a 128 samfsl

With this striped disk configuration, any file written to this file system is striped across all of
the devices in increments of 128 kilobytes.
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QFS Striped Groups Configuration

Striped groups allow you to group RAID devices together for very large files. Normally, a
DAU is represented by one bit in the bit maps. If the striped group tieagcesn multiplied

by the DAU is the minimum allocation. Only one bit in the bit maps is used to repnesent
DAU. This method of writing huge DAUs across RAID devices saves bit map space and
system update time. Striped groups are useful for writing very large files to a group of RAID
devices.

NOTE

The minimum disk space allocated in a striped group is as follows:
minimum_disk_space_allocatedDAU X number_of_disks_in_the_group
Writing a single byte of data fills the entmanimum_disk_space_allocatefla striped group.

The use of striped groups is for very specific applications. Make sure that you understand the
effects of using striped groups with your file system.

Files less than the aggregate stripe width times the number of devices (in this example, files
less than 128 kilobytes X 4 disks = 512 kilobytes in lengtthuste 512 kilobytes of disk

space. Files larger than 512 kilobytes have space allocated for them as needed in total space
increments of 512 kilobytes.

The devices within a group must be the same size. It is not possible to add devices to increase
the size of a striped group. You can usestiagrowfs (1M) command to add additional

striped groups, however. For more information on this command, segntiggowfs (1M)

man page.

This sample configuration illustrates a QFS file system that separates the metadata onto a low-
latency disk. Two striped groups are set up on four drives.

The following assumptions are used:
* The metadata device is a single partitis®)(used on controller O, LUN 1.

* The data devices consist of four disks (two groups of two identical disks) attached to
four controllers. Each disk is on a separate LUN. The entire disk is used for data
storage assuming that partition 6 is the entire disk.
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Step 1. Write the mcf File

Write themcf file using the disk configuration assumptions. The following is a samgfle
file for a striped groups configuration:

# QFS disk cache configuration — Striped Groups mcf sample
#

# Equipment Eq Egq Fam. Dev. Additional

# Identifier  Ord Type Set State Parameters

gfsl 10 ma gfsl

/dev/dsk/cOt1d0s6 11 mm qfsl on /dev/rdsk/cOt1d0s6
/dev/dsk/c1t1d0s6 12 g0 gfsl on /dev/rdsk/c1t1d0s6
/dev/dsk/c2t1d0s6 13 g0 gfsl on /dev/rdsk/c2t1d0s6
/dev/dsk/c3t1d0s6 14 gl gfsl on /dev/rdsk/c3t1d0s6
/dev/dsk/c4t1d0s6 15 g1 gfsl on /dev/rdsk/c4t1d0s6

Step 2: Modify the /etc/vistab File

Set the stripe width using tisé&ripe=  option. This example uses the default stripe setting of
stripe=0 , which essentially specifies a round-robined allocation from striped g@up
striped grouml:

gfsl - /gfs samfs - yes stripe=0
Step 3: Run the sammkfs (1M) Command
Initialize the QFS file system by using the followsgmmkfs (1M) command:

server #sammkfs —a 128 gfsl

In this example, there are two striped grogtsandgl. Withstripe=0 in

/etc/vfstab , devices 12 and 13 are striped; devices 14 and 15 are striped; and files are
round robined around the 2 striped groups. You are really treating a striped group as a bound
entity; that is, the configuration of a striped group, after it is created, cannot be changed. You
cannot change these groups without issuing anedramkfs (1M) command.

3-16

SG-0006 3.5.0-20



File System Operations
Chapter 4

This chapter presents topics related to file system operations. It presents the following topics:

How to make a file system

How to mount a file system

How to unmount a file system

How to check file system integrity

How to repair a file system

How to dump and restore QFS file systems
How to prepare for a hardware upgrade
How to add disk cache to a file system
How to replace disks in a file system

How to upgrade a server

How to upgrade your Solaris operating system (SAM-FS and SAM-QFS
environments)

How to upgrade your Solaris operating system (QFS environment)

Certain other types of operations and upgrades also need to be performed within a QFS, SAM-
FS, or SAM-QFS environment. The following LSC publications describe these other types of
upgrades:

TheQFS, SAM-FS, and SAM-QFS Installation and Configuration Guidelication
SG-0007, describes upgrading QFS, SAM-FS, and SAM-QFS software.

TheSAM-FS and SAM-QFS Storage and Archive Management Guibkcation
SG-0008, describes the following types of operations and upgrades in chapter 10,
“How to Upgrade Your Environment”:

- How to add slots in an automated library
— How to upgrade or replace an automated library

— How to upgrade DLT tape drives
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How to Make a File System

A QFS, SAM-FS, or SAM-QFS file system can be created by usirgathenkfs (1M)
command. The following example shows this command in its simplest form, with the file
system name as its only argument:

server# sammkfs samqfsl

For more information on treammkfs (1M) command, see chapter 3, “Volume
Management”, or see tlsammkfs (1M) man page.

How to Mount a File System

Mount parameters are used to manipulate file system characteristics. These parameters can be
specified in the following ways:

» As options to thenount (1M) command.

* Through the operator utilittsamu(1M). This is temporary setting. (SAM-FS and
SAM-QFS only)

* Asdirectives in thé\dditional parameters field in the
/etc/opt/LSCsamfs/samfs.cmd command file. Note that options to the
mount (1M) and parameters in thetc/vfstab file override directives in the

samfs.cmd file.

Example. Assume that tlsam file system is defined in thetc/vfstab file. The
following mount (1M) command mounts a SAM-FS file systenisam :

server# mount /sam

For more information, see the following man pagesiunt_samfs (1M) and
samfs.cmd (4).

How to Unmount a File System

Enter the following command to unmount a file system:
server# umount/ mountpoint

For example, if your file system is mounteds&m , you would enter the following command:
server# umount /sam

If you experience difficulties unmounting because the file system is busy, perform the
following procedure:

1. Obtain information on busy processes under a spaudfimtpointoy entering the
following command:

server#  fuser —c/ mountpoint
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This command does not return information on processes on other systems that are
accessing the server through NFS.

2. Notify users that all processes are about to be terminated, and then kill all processes by
entering the following command:

server#  fuser —ck/ mountpoint

3. Unshare and unmount the file system. The following commands force NFS to relinquish
the file system:

server# unshare/ mountpoint
server# umount/ mountpoint

If all attempts to unmount the file system still fail, edit de/vfstab file and change the
sixth field (the mount at boot field) for all file systems frges ordelay tono. Then
reboot your system.

For more information, see tiieser (1M), unshare (1M), andumount (2) man pages.

How to Check File System Integrity

LSC file systems write validation records in all records critical to file system operations:
directories, indirect blocks, and inodes. If corruption is detected while searching a directory,
anEDOMerror is returned, and the directory is not processed. If an indirect block is not valid,
anENOCSsIerror is returned, and the file is not processed. The following list summarizes
these error indicators:

Error Solaris meaning SAM-FS meaning

EDOM Argument is out of domain Directory corrupted

ENOCSI  No CSiI structure is available  Indirect block corrupted
In addition, inodes are validated and cross checked with directories.

You should monitor thévar/adm/sam-log file for the preceding errors. You should
watch the'var/adm/messages  file for device errors. If a discrepancy is noted, the file
system should be unmounted and checked usirgpthésck (1M) command. You can send
output fromsamfsck (1M) to both your screen and to a file by using it in conjunction with
thetee (1) command, as follows:

server# samfsck -V  family_set namdg tee [/ pathname_to_output_file

Nonfatal errors returned lsamfsck (1M) are preceded QYOTICE Nonfatal errors are
lost blocks and orphans. The file system is still consist&®iTICE errors are returned.
These nonfatal errors can be repaired during a convenient, scheduled maintenance outage.

Fatal errors are preceded AYERT. These errors include duplicate blocks, invalid

directories, and invalid indirect blocks. The file system is not consistent if these errors occur.
It is recommended that you notify LSC if tARERT errors cannot be explained by a hardware
malfunction.
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For more information on threamfsck (1M) andtee (1) commands, see tsamfsck (1M)
andtee (1) man pages.

How to Repair a File System

If the samfsck (1M) command detects file system corruption by returAhBRT messages,

the reason for the corruption should be determined. If hardware is faulty, it should be repaired
prior to repairing the file system. Then the file system should be repaired by specifyifg the
option to thesamfsck (1M) command, as follows:

server#  samfsck -F -V family_set_name

Thesamfsck (1M) command should be run when a file system is not mounted.

How to Dump and Restore QFS File Systems

This subsection describes the QFS control structure information and shows how to dump and
restore QFS file systems.

NOTE

Disaster recovery procedures for SAM-FS and SAM-QFS are identical. These procedures are
described in th€ AM-FS and SAM-QFS Storage and Archive Management Guildkcation
SG-0008.

File systems are made up of directories, files, and links. QFS maintains the file system by
keeping track of all files in thénodes file which is stored on a separate metadata device.
All file data is stored on the data devices.

It is important to periodically perform control structure and data dumps to protect your data
from a disaster. The dumps should be done at least once a day, but the frequency depends on
your site’s requirements. By dumping file system data on a regular basis, old files and file
systems can be restored or moved from one file system to another, or even from one server to
another.

NOTE

Certain restrictions apply to the capabilities ofdfedump (1M) andgfsrestore  (1M)
commands. Thgfsdump (1M) command supports only full dumps of specified files and
directories; incremental dump is not available. gfslump (1M) command dumps all data

of a sparse file, and tligsrestore  (1M) command restores all data. This can lead to files
occupying more space on dump files and on restored file systems than anticipated. Support for
sparse files is not available.
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Making Backups for QFS File Systems

The QFS file system uses thisdump (1M) andgfsrestore  (1M) commands for backing

up file systems. These commands create and restore control structure and data dumps of a
current directory. Thgsdump(1M) command saves the relative path information for each

file contained in a complete file system or in a portion of a file system.qffdemp (1M)
command must be issued on a mounted file system. You can also use these utilities for
restoring a single directory or file.

LSC recommends performing fujffsdump (1M) dumps daily. You need to determine
whether this is right for your site. The following are general guidelines for performing dumps:

* QFS dumps are performed with the file system mounted. Inconsistencies may arise as
new files are being created on disk. Dumping file systems during a quiet period (a
time when files are not be created or modified) is a good idea and may eliminate these
inconsistencies.

» Perform dumps on a regular basis. You can rugfgump (1M) command as a
cron (1) job by creating an entry in tiseontab file.

» Dumps are a preventative measure against total hardware failure on the devices
supporting the QFS file system. You should usetsdump (1M) command to
create dumps to guard your system from such a failure.

e Ensure that you dump control structures and data for all QFS file systems. Look in
/etc/vfstab for all file systems of typsamfs .

* Theqgfsdump (1M) command does not support volume overflow on raw devices, but
a removable media file can be used if the dump is larger than the raw device. For
more information on removable media files, seadgriest (1M) command.

How to Dump QFS File Systems

Thegfsdump (1M) command dumps file systems, anddfeestore  (1M) command
restores file systems generated bygfsslump (1M) command. For a complete description
of the syntax and options available with these commands, sgisthenp (1M) and
gfsrestore  (1M) man pages.

To manually create a QFS dump for a file system, or a directory within a file system, enter the
following commands:

1. Login agoot .

2. Use theed (1) command to go to the directory that contains the mount point for the file
system.

server# cd /gfsl
3. Create a dump file by entering tfisdump (1M) command. For example:
server# qfsdump -f dump_file

To automate your dump procedures, usetba (1) command to create an entryaot 's
cron table.
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Example. The following examptxon table entry performs a dump and manages the files
within a dump directory:

10 0 * * * (cd /samfs1; Jopt/LSCsamfs/sbin/gfsdump —B 512 —f /dev/rmt/Ocb)

At 10 minutes after midnight, you use tteb(1) command to change to the mount point, and

you execute thpt/LSCsamfs/sbin/gfsdump command to write the data to the
/dev/rmt/Ocb tape device.

If you have multiple QFS file systems, make similar entries for each. Be sure that you save
each dump in a separate file.

How to Restore QFS File Systems

This example assumes that you have a QFS dump file as described in the previous subsection.
1. Use thed (1) command to move into a QFS file system. For example:

server# cd/gfsl
2. Restore the directory using an existing dump file. For example:

server#  gfsrestore -f dump_file

How to Restore Single Files and Directories

You can also use tligfgsdump (1M) command to restore a single file or directory, relative to
the current directory. Enter the following:

1. List the name of the file or directory that you want restored.
server# (qfsrestore -ft dump_file

2. Restore the file relative to the current directdile_namemust exactly match the name
of the file or directory as it was listed in the step above.

server# (qfsrestore -f dump_file file_name

How to Prepare for a Hardware Upgrade

Whether upgrading a server, adding a new tape drive, adding an automated library, or
installing a different drive into an existing automated library, it is best to perform advance
planning. This subsection is intended to prepare you for hardware upgrades to devices within
your environment.

The following actions are recommended prior to the upgrade:

* Determine if the hardware addition or change requires a new license from LSC. Examples
of changes that do not require a license upgrade include adding memory and increasing
disk cache. Examples of changes that require a license upgrade include adding more slots
in an automated library and changing the model of your server.

* Read the hardware manufacturer’s installation instructions carefully. Also read the
documentation on adding hardware in your Solaris system administrator documentation.

¢ The system should be quiet with no users logged in.
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» Check the equipment ordinals between your old and new master configuration files. For
information on thencf file, see thencf (4) man page.

* Ina QFS environment, use thyisdump (1M) command to dump all data. For more
information on this process, see tfisdump (1M) man page or see the back-up
procedure described later in this chapter under the heading “How to UpgradeYour Solaris
Operating System (QFS Environment)”.

¢ In SAM-FS and SAM-QFS environments, ensure that all of the files that need to be
archived have an archive copy. Enter the following for each LSC SAM-FS or SAM-QFS
file system to see which files do not have an archive copy (in the following ex#sapte,
is the mount point):

server#  sfind /sam \l-archived \!-empty -type f -print

¢ In SAM-FS and SAM-QFS environments, insure that the archiver is in a wait mode. The
archiver must be in a wait mode, and not running, during an upgrade. You can idle the
archiver by inserting sait directive into the
letc/opt/LSCsamfs/archiver.cmd file. For more information on theait
directive and tharchiver.cmd file, see tharchiver.cmd  (4) man page.

¢ In SAM-FS and SAM-QFS environments, the control structure information for all file
systems should be backed up prior to upgrading. For information on dumping control
structures, see tI®AM-FS and SAM-QFS Storage and Archive Management Guide
publication SG-0008.

How To Add Disk Cache to a File System

At some point, you may want to add disk partitions or disk drives in order to increase the disk
cache for a file system. This is accomplished by updatingnthefile and using the

samgrowfs (1M) command as described in this subsection. There is no need to remake or
restore the file system.

In SAM-FS and SAM-QFS environments, note that when adding disks or partitions, the
equipment ordinal of the historian may be updated. The equipment ordinal of the historian is
automatically generated by the system unless you specifically call it out. For more
information, see thhistorian  (7) man page.

To add disk partitions or drives to an existing file system, follow these steps:
1. Unmount all the file systems you want to grow.
2. Ina SAM-FS or SAM-QFS environment, enter the following commands:
server# samcmdidle eq # seeNOTE
server# samd stop
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NOTE

The drives in your environment must be idled prior to issuingdhed stop
command, so entersamcmd idle  eqcommand for eachq configured in your
mcf file. Alternatively, you can also idle the drives by usingsdwmu(1M) operator
utility or by using either theobottool  (1M) orlibmgr (1M) Graphical User
Interface (GUI) tools. For more information on g@ncmd1M) command, see the
samcmd1M) man page.

3. Edit theletc/opt/LSCsamfs/mcf file. Save the changes, and quit the editor.

NOTE

Add one more partition aftehe existing partitions for the file system to which you
want to add disk cache.

To increase the size of a QFS file system, at least one new meta equipment must be added.
Zero or more data equipment can be added.

Do not change the equipment identifier name ineb&'opt/LSCsamfs/mcf file.
If the name in thencf file does not match the name in the superblock, the file systems can
no longer be mounted. Instead, the following message is logged in

/var/fadm/messages
WARNING SAM-FS superblock equipment identifier < id >s on eq
<eg> does not match < id > in mcf

If you want to change the name of the file system in conjunction with increasing its size,
you must do so in separate operations. Usedhd#sck (1M) command with its-R

option to rename the file system, and then ussahegrowfs (1M) command to increase
the size of the renamed file system. For more information on these commands, see the
samfsck (1M) andsamgrowfs (1M) man pages.

4. Run thesamgrowfs (1M) command on the file system (nansainfsl in this example)
that is affected:

server# samgrowfs samfsl

5. Mount the file systems.

How To Replace Disks in a File system

At some point, you may want to perform the following tasks:
* Change disks or partitions
* Add disks or partitions

* Remove disks or partitions
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To accomplish these tasks, you need to back up and recreate the file system. Specifically, you
need to recreate the file system by following these steps:

1. Create a control structure dump of each file system to be upgraded using a uniqgue dump
file name for each file system. If any file warnings are issued, these files need to be backed
up before unmounting the file systems. This process differs a little depending on your file
system. If you are using the QFS file system,qisdump (1M) to create the dump. If
you are using SAM-FS or SAM-QFS, usemfsdump (1M) to create the dump.

Example 1. SAM-FS and SAM-QFS example. In this exampimp_file is the
newly created dump structure asainfs.mt.pt  is a SAM-FS mount point:

server# cd /samfs.mt.pt
server#  samfsdump -T -f /dumpster/dump_file

Example 2. QFS example. In this examplenp_file is the newly created dump
structure andfs.mt.pt is the QFS mount point:

server#  cd /gfs.mt.pt
server# qfsdump -T -f /Jdumpster/dump_file

For information on creating a SAM-FS or SAM-QFS control structure dump, see the
SAM-FS and SAM-QFS Storage and Archive Management Gauilkcation SG-0008.
For information on creating a QFS control structure dump, see “How to Dump and
Restore QFS File Systems” earlier in this chapter.

2. For a SAM-FS or SAM-QFS file system, enter the following commands:
server# samcmdidle eq # seeNOTE
server# samd stop

NOTE

The drives in your SAM-FS environment must be idled prior to issuinggtmel stop
command, so entersamcmd idle  eqcommand for eachq configured in youmcf file.
Alternatively, you can also idle the drives by usingghmu(1M) operator utility or by using
either therobottool  (1M) orlibomgr (1M) Graphical User Interface (GUI) tools. For
more information on theamcmd1M) command, see trsamcmd1M) man page.

3. Unmount all file systems.

4. Edit theletc/opt/LSCsamfs/mcf file to include the new disk or partitions. Save
the changes and quit the editor.

Do not change the equipment identifier name ineb&'opt/LSCsamfs/mcf file.
If the name in thencf file does not match the name in the superblock, the file systems can
no longer be mounted. Instead, the following message is logged in

/var/adm/messages
WARNING SAM-FS superblock equipment identifier < id >s on
eq < eg> does not match < id > in mcf
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If you want to change the name of the file system in conjunction with increasing its size,
you must do so in separate operations. Usedhd#sck (1M) command with its-R

option to rename the file system, and then ussahegrowfs (1M) command to increase
the size of the renamed file system. For more information on these commands, see the
samfsck (1M) andsamgrowfs (1M) man pages.

5. Make a new file system. Run t@mmkfs (1M) command on the file system being
created (nameslamfsl in this example):

server# sammkfs samfsl
Mount the file systems.
Use thecd (1) command to change to the mount point of the file system.

8. Restore each file system directory using the control structure dump file created in Step 1.
If you are using the QFS file system, usedferestore  (1M) command. If you are
using the SAM-FS or SAM-QFS file system, usedamfsrestore  (1M) command.

Example:
server# samfsrestore -T -f /dumpster/dump_file

How To Upgrade a Server

When it comes time to upgrade the server being used for the file system, you should take the
following into account:

* Itis wise to move to the new server while the existing server is still in operation. This
allows time to install, configure, and test the new hardware platform with your
applications.

* Moving to a new server is equivalent to installing the LSC software for the first time.
In SAM-FS and SAM-QFS environments, you need to reinstall the software and update

the configuration files (specifically thacf file, the/kernel/drv/st.conf file, and
the/etc/opt/LSCsamfs/inquiry.conf file). In addition, you need to copy your
existingarchiver.cmd anddefaults.conf files to the new system, configure

system logging, and so on.

You can use the installation instructions in @€S, SAM-FS, and SAM-QFS Software
Installation and Configuration Guideublication SG-0007, when re-inkitag the
software.

* The license key needs to be updated. License keys are tied to the CPU host ID. Replacing
the system requires a new license.

« Before powering down the old server, perform a control structure dump for each file
system. For a QFS file system, usedfsglump (1M) command; in SAM-FS and SAM-
QFS environments, use thkamfsdump (1M) command.

This dump file is used to recreate the file system on the new server. For more information
on completing a control structure dump, seajfisdump (1M) or samfsdump (1M)

man pages or see tBAM-FS and SAM-QFS Storage and Archive Management Guide
publication SG-0008.
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How to Upgrade Your Solaris Operating System (SAM-FS and SAM-
QFS Environments)

Many of the steps involved in upgrading your Solaris level are identical to the steps involved in
upgrading your SAM-FS or SAM-QFS environment. Some of the steps in this procedure
reference procedures in tQFS, SAM-FS, and SAM-QFS Installation and Configuration

Guide publication SG-0007.

Perform the following steps if you wish to upgrade a Solaris operating system upon which the
SAM-FS or SAM-QFS system is installed:

Step 1. Back Up Each File System

If you do not have current backup files for each of your file systems, create them now using
samfsdump (1M) and by copying the inodes file usidd (1M), as follows:

1. Make sure that any site-customized system files or configuration files (sondf as
archiver.cmd , defaults.conf , samfs.cmd , inquiry.conf ,
ReservedVSNs , and so on.) have been copied to a backup location.

In particular, make sure that you have backup copies of files in the

/etc/opt/LSCsamfs directory, files in thévar/opt/LSCsamfs directory,

library catalogs, the historian, and any parameter files for network-attached automated
libraries.

If you do not know the names and locations of your catalog files, examinecthide
with vi (1) or another viewing command and find the fitstentry in themcf file.
That entry contains the name of the library catalog file. If this is not present, the
default location igvar/opt/LSCsamfs/ catalog

2. Back up each SAM-FS file system usgamfsdump (1M). The location to which
you dump each system should be outside the file system.

The following example assumes that you have a file system rean&d1 that you
want to back up teamfsl.bak , which exists outside of the SAM-FS file system:

server# cd /samfsl
server#  samfsdump —f /csd_dump_dir/samfsl.bak

Thesamfsdump command dumps file names and inode information, not data. For
more information on this, see teamfsdump (1M) man page.

3. Write this information to a file for safe keeping, as follows:

server# /bin/dd if=/sam1/.inodes of=/inode_dump_dir/samfsl.inodes bs=512k

You need back up files for each file system, so repeat the preceding steps for each file system
in your LSC environment.
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Step 2: Stop the SAM Daemons
To stop the file system, enter the following command:

server# samcmdidle eq # seeNOTE
server# samd stop

NOTE

The drives in your SAM-FS or SAM-QFS environment must be idled prior to issuing the
samd stop command, so entersamcmd idle egcommand for eaclq configured in
your mcf file. Alternatively, you can also idle the drives by usingsteu(1M) operator
utility or by using either theobottool  (1M) or libmgr (1M) Graphical User Interface
(GUI) tools. For more information on tsamcmd1M) command, see ttEamcmd1M)

man page.

Thesamd(1M) command is installed fopt/LSCsamfs/sbin

Step 3: Unmount the File Systems

Unmount the file systems using the procedure described earlier in this chapter in the subsection
called, “How to Unmount a File System”.

Step 4: Remove Existing LSC Software

Use thepkginfo (1) command, as follows, to determine which software packages are
installed on your system:

server#  pkginfo | grep LSC

Use thepkgrm (1M) command to remove the existing software. You must remove all existing
LSC packages before installing the new packages or the new operating system level. If you are
using any optional LSC packages make sure that you remove these prior to the main
LSCsamfs package.

The following example commands remove all of the LSC packages:

server#  pkgrm LSCibm

server#  pkgrm LSCstk

server# pkgrm LSCdst

server# pkgrm LSCsony

server# pkgrm LSCgui

server# pkgrm LSCjre

server# pkgrm LSCdoc

server# pkgrm LSCsamfs (must be last package removed)
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Step 5: Upgrade Solaris

Install the new Solaris revision using the Solaris upgrade procedures for the operating system
level you are installing.

Step 6: Add the Packages

The LSC software package uses the Solaris packaging utilities for adding and deleting
software. As such, you must be logged in as superuser (root) to make changes to software
packages. Thekgadd (1M) command prompts you to confirm various actions necessary to
upgrade the LSC packages.

On the CD-ROM, the LSC packages and all optional products reside in the
/cdrom/cdromO  directory.

To satisfy product dependencies, you must upgradgatingkg first. Run thepkgadd (1M)
command to upgrade all packages, answer@yg to each question:

server# pkgadd -d sampkg (must be first)

If your environment includes certain network-attached automated libraries, such as certain
models from StorageTek, Ampex, or IBM, you may need to install one or more vendor-specific
media changer daemons. These daemons are supplied by LSC. For information on whether or
not you need to install a vendor daemon package, s&AMeFS and SAM-QFS Storage and
Archive Management Guidpublication SG-0008.

To install one or more of these daemon packages, install thenpkgjadd (1M), as follows:

server# pkgadd -d samstk (optional StorageTek package)
server# pkgadd -d samdst (optional Ampex package)
server# pkgadd -d samibm (optional IBM package)
server# pkgadd -d samsony (optional Sony package)

An optional set of GUI tools is included with the SAM-FS and SAM-QFS software packages.
The GUI tools require the presence of a Java runtime environment. Add these packages as

follows:
server# pkgadd -d samjre (optional)
server# pkgadd -d samgui (optional)

LSC documentation is available in PDF format. Add this package as follows:
server# pkgadd -d samdoc (optional)

During the installation, the system detects the presence of conflicting files and prompts you to
indicate whether or not you want to continue with the installation. You can go to another
window and copy the files you wish to save to an alternate location.

Step 7: Mount the File System(s) (Optional)

You must perform this step if you have not modified/gte/vfstab file to haveyes or
delay .

Use themount (1M) command to mount the file systems and continue operation with the
upgraded SAM-FS or SAM-QFS software.
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In the following examplesamfsl is the file system name to be mounted:
server#  mount samfsl

How to Upgrade Your Solaris Operating System (QFS Environment)

Many of the steps involved in upgrading your Solaris level are identical to the steps involved in
upgrading your SAM-QFS environment. Some of the steps in this procedure reference
procedures in th@FS, SAM-FS, and SAM-QFS Installation and Configuration Guide
publication SG-0008.

Perform the following steps if you wish to upgrade a Solaris operating system upon which the
QFS system is installed:

Step 1. Back Up Each File System

If you do not have current backup files for each of your file systems, create them now using
gfsdump (1M):

1. Make sure that any site-customized system files or configuration files (somdf as
archiver.cmd , defaults.conf , samfs.cmd , inquiry.conf ,
ReservedVSNs , and so on.) have been copied to a backup location. In particular,
make sure that you have backup copies of files ifetfodopt/LSCsamfs
directory, files in thévar/opt/LSCsamfs directory, library catalogs, the
historian, and any parameter files for network-attached automated libraries.

If you do not know the name and locations of your catalog files, examinecthéle
with vi (1) or another viewing command and find the fitstentry in themcf file.
That entry contains the name of the library catalog file. If this is not present, the
default location igvar/opt/LSCsamfs/ catalog

2. Back up each file system usigisdump (1M). The location to which you dump
each system should be outside the QFS file system.

The following example assumes that you have a file system rgfstedthat you
want to back up tgfsl.bak , which exists outside of the QFS file system:

server# cd/gfsl
server#  gfsdump —f /csd_dump_dir/gfs1l.bak

Theqgfsdump command dumps file names and inode information, not data. For more
information on this, see tliggsdump (1M) man page.

You need back up files for each file system, so repeat the preceding steps for each file system
in your QFS file system.

Step 2: Unmount the File Systems

Unmount the file systems using the procedure described earlier in this chapter in the subsection
called, “How to Unmount a File System”.
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Step 3: Remove Existing LSC Software

Use thepkginfo (1) command, as follows, to determine which LSC software packages are
installed on your system:

server#  pkginfo | grep LSC

Use thepkgrm (1M) command to remove the existing LSC software. You must remove all
existing LSC packages before installing the new packages or the new operating system level.

If you are using any optional LSC packages make sure that you remove these prior to the main
LSCsamfs package.

The following example commands remove all of the LSC packages:
server# pkgrm LSCdoc (if installed)

server# pkgrm LSCqfs (must be last package removed)

Step 4. Upgrade Solaris

Install the new Solaris revision using the Solaris upgrade procedures for the operating system
level you are installing.

Step 5: Add the Packages

The QFS software package uses the Solaris packaging utilities for adding and deleting
software. As such, you must be logged in as superuser (root) to make changes to software
packages. Thekgadd (1M) command prompts you to confirm various actions necessary to
upgrade the LSC packages.

On the CD-ROM, the QFS packages and all optional products reside in the
/cdrom/cdromO  directory.

To satisfy product dependencies, you must upgradsatingkg first. Run thepkgadd (1M)
command to upgrade all packages, answeréyg to each question:

server# pkgadd -d samqfs (must be first)
LSC documentation is available in PDF format. Add this package as follows:
server# pkgadd -d samdoc (optional)

During the installation, the system detects the presence of conflicting files and prompts you to
indicate whether or not you want to continue with the installation. You can go to another
window and copy the files you wish to save to an alternate location.

Step 6: Mount the File System(s) (Optional)

You must perform this step if you have not modified/gte/vfstab file to haveyes or
delay .

Use themount (1M) command to mount the file systems and continue operation with the
upgraded QFS software.

In the following examplegfsl is the name of the file system to be mounted:
server#  mount gfsl
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Advanced Topics
Chapter 5

This chapter discusses advanced topics that are beyond the scope of basic system
administration and usage.

The following topics are presented.
» Striping the.inodes file
e Using thesetfa (1) command to set file attributes
e Accommodating large files
» Setting up the SAN-QFS file system (QFS file system)

Striping the .inodes File (QFS and SAM-QFS File Systems)

QFS and SAM-QFSnodes files are allocated in 16-kilobyte blocks as needed. An inode
uses 512 bytes. In a QFS or SAM-QFS file system, the metadata devices (dewnce) gy
striped at the 16-kilobyte DAU level. This means that the first 32 inodes would be created on
the first metadata device, then the next 32 inodes would be created on the next metadata

device.
The stripe specification is taken from the stripe=  n option on thenount (1M)
command. Thus, #o stripe=0 , the file system writes to one meta device until it is full,

then it switches to the next one.

If you would like to stripe the metadata, but round-robin the file data, this can be accomplished
using thesetfa (1) command on thénodes file, as follows:

server# setfa-s 1 /sam/.inodes

Using the setfa (1) Command to Set File Attributes

LSC file systems allow users to set performance attributes for files and directories. These
performance features can be enabled by applications on a per-file basis. The following
subsections describe how the application programmer can use these features to select file
attributes for files and directories, to preallocate file space, specifying the allocation method
for the file, and specifying the disk stripe width.
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Selecting File Attributes for Files and Directories

File attributes are set using thetfa (1) command. Theetfa (1) command sets attributes
on a new or existing file. The file is created if it does not already exist.

Attributes can be set on a directory as well as a file. When seifeg (1) with a directory,

files and directories created within that directory inherit the attributes set in the original
directory. To reset attributes on a file or directory to the default, useltfdefault) option.

When the-d option is used, attributes are first reset to the default and then other attributes are
processed.

Preallocating File Space

A user can preallocate space for a file. This space is associated with a file so that no other
files in the file system can use this space. Preallocation ensures that both space is available for
a given file, which avoids a file system full condition, and that this space is allocated
sequentially as defined by the file system. Preallocation is assigned at the time of the request
rather than when the data is actually written to disk.

Note that space can be wasted when preallocating files. If the file size is less than the
allocation amount, the kernel allocates space to the file from the current file size up to the
allocation amount. When the file is closed, space below the allocation amount is not freed.

A file is preallocated by using tlsetfa (1) command with thel (lowercase lettelr) option
and specifying the file length in bytds)( kilobytes k), megabytesny, or gigabytesd).
For example, to preallocate a 1-gigabyte file namésifile_alloc , enter the
following:
server# setfa —| 1g /qfs/file_alloc
After space for a file has been preallocated, truncating a file to O length or removing the file
returns all space allocated for a file. There is no way to return only part of a file’s preallocated

space to the file system. In addition, if a file is preallocated in this manner, there is no way to
extend the file beyond its preallocated size in future operations.

Selecting A File Allocation Method and Stripe Width

By default, a file created uses the allocation method and stripe width specified at mount time
(see thanount_samfs (1M) man page). However, a user may wish to use a different
allocation scheme for a file or directory of files, and this can be accomplished by using the
setfa (1) command with thes (stripe) option.

The allocation method can be either round-robined or striped—4loption determines the
allocation method and the stripe width, as follows:

—S stripe Allocation Method  Stripe Width Explanation

0 Round-robin Not applicable  The file is allocated on one device
until that device has no space.

1-255 Striped 1-255DAUs  The file stripes across all disk
devices with this number of DAUs
per disk.
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The following example shows how a file can be created explicitly by specifying a round-
robined allocation method. The command also preallodé@@snegabytes of space for a file
called/qfs/100MB.rrobin

server# setfa —s 0 —| 1m /qfs/100MB.rrobin

The next example shows how a file can be created explicitly by specifying a striped allocation
method with a stripe width of 64 DAUs. Preallocation is not used.

server# setfa —s 64 /qfs/file.stripe

Selecting a Striped Group Device (QFS Only)

A user can specify that a file begin allocation on a particular striped group. If the file
allocation method is round robin, the file is allocated on the designated stripe group.

For example, the followingetfa (1) commands specify thétel andfile2 be
independently spread across two different striped groups:

server#  setfa -go —so filel
server#  setfa -gl —so file2

This capability is particularly important for turnkey applications that must achieve raw device
speeds. For more information, seeshda (1) man page.

Accommodating Large Files

When manipulating very large files, careful attention must be given to the size of disk cache
available on the system. If you try to write a file that is larger than your disk cache, behavior
differs depending on the type of LSC file system you are using, as follows:

* If you are using the QFS file system, the system retur&EN&OSPrror.

e If you are using the SAM-FS or SAM-QFS file system, the program blocks, waiting
for space that may never exist, because there is not enough disk space available to
handle such requests.

If you are operating within a SAM-FS or SAM-QFS environment and if your application
requires writing a file that is larger than the disk cache, you can segment the file using the
segment (1) command. For more information on gegment (1) command, see the
segment (1) man page or see tBAM-FS and SAM-QFS Storage and Archive Management
Guide publication SG-0008.
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Note that segmented file features are compatible with the SAM-FS and SAM-QFS file systems
and are enabled through the SAM-Segment license key.

WARNING

Even though the SAM-FS and SAM-QFS file systems do not ugarth@) command to read

or write data onto cartridges, data appears on the cartridges in the industry semdéajd
format. This is done for compatibility reasons. In addition, this practice allows users to read
cartridges even when the SAM-FS or SAM-QFS file system is not available.

For disaster recovery purposes, and for when SAM-FS or SAM-QFS is not available, LSC
provides thestar (1) command. This command can be used to restore data on any UNIX
system. Thetar (1) command overcomes tta (1) command’s size limitations. The
SAM-FS and SAM-QFS file systems do not use the standard ti1X1) command for
disaster recovery purposes for the following reasons:

1. tar (1) does not support a block size that is large enough for SAM-FS and
SAM-QFS media.

2. tar (1) can only recover files that are up to 2 gigabytes in length.

Note, however, thagtar (1M) does not work with files that are 1 terabyte or larger in size.

Setting Up the SAN-QFS File System (QFS File System)

The QFS file system can be used in conjunction with fiber-attached devices in a Storage Area
Network (SAN). When the SAN-QFS license key from LSC is enabled, the QFS file system
enables high-speed access to data using software such as Tivoli SANergy File Sharing. LSC
supports the SAN-QFS file system with the SANergy File Sharing 2.2 protocol.

The SAN-QFS file system allows multiple users to access the same data at full disk speeds.
This product can be especially useful for database, data streaming, web page service, or any
application that demands high performance, shared-disk access in a heterogeneous
environment.

A SAN-QFS license key is needed in order to enable the features included in the SAN-QFS file
system.

The following procedure describes how to enable the SAN-QFS file system.

Step 1: Verify Your Environment

The SAN-QFS software must be installed on a server upon which the QFS file system is
already fully operational. In addition, you must have a SAN-QFS license key from LSC.
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Step 2: Mount the File System and Enable NFS Access

Mount the QFS file system on your server and enable NFS access to client hosts by using the
following command:

server# share (qfs_file_system_name

In the preceding formagfs_file_system_name the name of your QFS file system. For
examplegfsl .

You may wish to automatically enable this access at boot time by editing the file system table.
For example, on Solaris systems, you can editdilgdfs/dfstab

For more information on théhare (1M) command, see tishare (1M) or
share_nfs (1M) man pages.

Step 3: Add the File System to Each Client

Edit the file system table on each client machine and adgighéle system_nanieom Step
2 to the table.

Example. On Solaris systems, edit fte/vistab file and add a line similar to the
following:

server:/gfsl - /qfsl samfs - yes stripe=1

For more information on editing thetc/vfstab file, see th&QFS, SAM-FS, and SAM-
QFS Installation and Configuration Guidpublication SG-0007.

Step 4. Mount the QFS File System
Use themount (1M) command to mount the QFS file system on each client. For example:
client# mount gfsl

You must enter onmount (1M) command per client. For more information on the
mount (1M) command, see tlraount (1M) or themount_samfs (1M) man pages.

Step 5: Configure the SAN-QFS File System

Use theconfig (1M) command (stored iopt/SANergy/config ) to invoke the

SANergy configuration tool. The SANergy configuration tool has a graphical user interface,
and you should provide the information requested at each step in its process. For more
information on this tool, see your Tivoli SANergy documentation.
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Chapter 6

This chapter discusses the following performance topics:
* Increasing file transfer performance
* |/O performance
e Qwrite

e Setting the flush-behind rate

Increasing File Transfer Performance

LSC file systems are tuned to work with a mix of file sizes. You can increase the performance
of disk file transfers by enabling file system settings. This process is described in the following
subsections.

Step 1. Set the Maximum Device Read/Write Directive

Themaxphys parameter in the Solarietc/system file controls the maximum number
of bytes a device drive reads or writes at any one timem&agphys as follows:

set maxphys = 0x800000

Step 2: Set the SCSI Disk Maximum Transfer Parameter

Thesd driver enables large transfers for a specific file by looking for the
sd_max_xfer_size definition in the/kernel/drv/sd.conf file. If it is not
defined, it uses the value defined in flakdevice driver definitiotsD_MAX_XFER_SIZE
which is 1024*1024 bytes.

To enable large transfers, set siste max_xfer_size equal to thenaxphys setting from
step 1.

Example. The following lines are from a samjdernel/drv/sd.conf file:

name="sd" class="scsi"
sd_max_xfer_size=0x800000
target=2 lun=0;

name="sd" class="scsi"
sd_max_xfer_size=0x800000
target=3 lun=0;
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Step 3. Set the Fiber Disk Maximum Transfer Parameter

Thessd driver enables large transfers for a specific file by looking for the
ssd_max_xfer_size definition in the/kernel/drv/sd.conf file. If it is not
defined, it uses the value defined in ds&l device driver definitior5SD_MAX_XFER_SIZE
which is 1024*1024 bytes.

Add the following line at the end of tleernel/drv/ssd.conf file:
set ssd_max_xfer_size = 0X800000;

Step 4: Reboot the System

To activate the system settings from the previous steps, you must reboot the system.

Step 5: Set the writebehind Parameter

Thewritebehind parameter specifies the number of bytes that are written behind by the
file system when performing paged I/O on an LSC file system. This parameter is specified in
units of kilobytes and is truncated to an 8-kilobyte multiple.

Thewritebehind  size should be set to a multiple of the RAID 5 stripe size for both
hardware and software RAID 5. The RAID 5 stripe size is the number of data disks multiplied
by the stripe width.

Example. Assume that you configure a RAID 5 device with 3 data disks plus 1 parity disk
(3+1) with a stripe width of 16k. Theritebehind  value should be 48k, 96k, or some
other multiple, to avoid the overhead of the read-modify-write RAID 5 parity generation.

For QFS and SAM-QFS file systems, the DAarfimkfs -a  option) should also be a
multiple of the RAID 5 stripe size. This assures that the blocks are contiguous.

You should test the system performance after resettingritebehind  size. The
following example shows testing timings of disk writes:

server# timex dd if=/dev/zero of=/sam/myfile bs=256k count=2048

Thewritebehind parameter can be set from either a mount option, from within the
samfs.cmd file, or from a command within threamu(1M) utility. For information on
enabling this from a mount option, see Hwewritebehind= n option on the
mount_samfs (1M) man page. For information on enabling this fromsidmafs.cmd file,
see thesamfs.cmd (4) man page. For information on enabling this from wigaimu(1M),
see thesamu(1M) man page (SAM-FS and SAM-QFS file systems only).

Themaxcontig setting is retained for backward compatibility and is in units of 16
kilobytes.

Step 6. Set the readahead Parameter

Thereadahead parameter specifies the number of bytes that are read ahead by the file
system when performing paged I/O on an LSC file system. This parameter is specified in units
of kilobytes and is truncated to an 8-kilobyte multiple.
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Increasing the size of theadahead parameter increases the performance of large file
transfers, but only to a point. You should test the performance of the system after resetting the
readahead size until you see no more improvement in transfer rates. The following is an
example method of testing timings on disk reads:

server# timex dd if=/sam/myfile of=/dev/null bs=256k

Thereadahead parameter should be set to a size that increases the I/O performance for
paged I/O. Also note that a lmgadahead size can hurt performance. You should test
variousreadahead sizes for your environment. It is important to consider the amount of
memory and number of concurrent streams when you setdbahead value.

Thereadahead setting can be enabled from either a mount option, from within the
samfs.cmd file, or from a command within treamu(1M) utility. For information on
enabling this from a mount option, see #tereadahead= n option on the
mount_samfs (1M) man page. For information on enabling this fromsidmafs.cmd file,
see thesamfs.cmd (4) man page. For information on enabling this from wisaimu(1M),
see thesamu(1M) man page (SAM-FS and SAM-QFS file systems only).

Themaxcontig setting is retained for backward compatibility and is in units of 16
kilobytes.

Step 7: Set the Stripe Width

The—o stripe=  n option on thenount (LM) command specifies the stripe width for the

file system. The stripe width is based on the disk allocation unit (DAU) sizen digeiment
specifies thah * DAU bytes are written to one device before switching to the next device. The
DAU size is set when the file system is initialized bysasmkfs (1M) command’'s-a

option.

If —o stripe=0 is set, files are allocated to file system devices using the round-robin
allocation method. Ko stripe is set to an integer greater ttarfiles are allocated to file
system devices using the stripe method. To determine the appreprgttgpe=  n setting,
try varying the setting and taking performance readings.

The stripe width can also be set from tie/vistab file or from thesamfs.cmd file.
Options on thenount (1M) command override settings in thegc/vfstab file. Settings
in the/etc/vfstab file override directives in theamfs.cmd file.

For more information on themount (1M) command, see thmount_samfs (1M) man page.
For more information on threamfs.cmd file, see thesamfs.cmd (4) man page.

I/O Performance

LSC file systems support 64-bit files for both paged and direct /0. The type of I/O can be
selected by using the Soladsectio  (3C) function call. You can also set the direct I/O
attribute by using theetfa (1) command, as follows:

server#  setfa -D

The following subsections describe explicit I/O, as specified for a file or directory, and the
default I/O that LSC file systems provide.
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Direct I/O

The-D option sets the direct I/O attribute for a file and/or directory and is used with the

setfa (1) command and theam_setfa (3) library routine. If applied to a directory, the

direct I/O attribute is inherited by any files and directories created in that directory. After the
—D option is set, the file uses direct /0. Data is transferred directly between the user’s buffer
and the disk, which means that much less time is spent in the system.

Set this attribute only for large block aligned sequential /0. The default I/O mode is buffered
(uses the page cache). Any I/O attempted on these files is direct. For more information on
these commands, see dw&ifa (1) andsam_setfa (3) man pages.

To enable direct 1/0 on a file system basis, see-dh®rcedirectio option on the
mount_samfs (1M) command.

Default I/0O

Automatic, direct I/0O switching can be enabled. By default, it is disabled. Automatic, direct
I/O switching allows the system to perform a certain amount of consecutive 1/0 operations and
then automatically switch from paged 1/O (also called buffered or cached 1/O) to direct I/O.
This capability should reduce page cache usage on large I/O operations. To enable this, use
thedio_wr_consec anddio_rd_consec  parameters as directives in d@nfs.cmd

file or as options to theount (1M) command.

For more information on these options, seenlbeint_samfs (1M) or samfs.cmd (4) man
pages.

Qwrite (QFS and SAM-QFS file systems only)

By default, the QFS and SAM-QFS file systems disable simultaneous reads and writes to the
same file. This is the mode defined by the UNBode interface standard, which gives
exclusive access to only one write while other writers/readers must wait. Qwrite enables
simultaneous reads and writes to the same file from different threads.

The Qwrite feature can be used in database situations to enable multiple simultaneous
transactions to the same file. Database applications typically manage large files and issue
simultaneous reads and writes to the same file. Unfortunately, each system call to a file
acquires and releases a read/write lock inside the kernel. These locks prevent the overlapping
(or simultaneous) operations to the same file. Since these applications usually implement file
locking mechanisms of their own, the kernel locking mechanism impedes performance by
unnecessarily serializing 1/O.

The—o gwrite  option on thenount (1M) command bypasses the file system locking
mechanisms and lets the application control data accegaurité is specified, the file

system enables simultaneous reads and writes to the same file from different threads. This
option improves 1/O performance by queuing multiple requests at the drive level.

The following example of uses Qwrite on a database file system:
server# mount —F samfs —o qwrite /dev/dsk/x0t1d0s1 /db
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For more information on this feature, seedheite directive on thesamfs.cmd (4) man
page or the-o qwrite  option on thenount_samfs (1M) man page.

Setting the Flush-behind Rate

Two mount parameters control the flush-behind rate for pages written sequentially and stage
pages. Th#ush_behind andstage_flush_behind mount parameters are read
from thesamfs.cmd file, the/etc/vfstab file, or from themount (1M) command.

Theflush_behind mount parameter sets the maximum flush-behind value. Modified
pages that are being written sequentially are written to disk asynchronously to help the Solaris
VM layer keep pages clean. This parameter has the following format:

flush_behind = n

To enable this feature, seto be an integer, 16 &< 8192. By defaultn is set tad, which
disables this feature. Tineargument is specified in kilobyte units.

Thestage_flush_behind mount parameter sets the maximum stage flush-behind value.
Stage pages that are being staged are written to disk asynchronously to help the Solaris VM
layer keep pages clean. This parameter has the following format:

stage_flush_behind = n
To enable this feature, seto be an integer such that, 161< 8192. By defaultn is set to
0, which disables this feature. Thergument is specified in kilobyte units.

For more information on these mount parameters, seadhat_samfs (1M) man page or
thesamfs.cmd (4) man page.
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LSC Product Support
Appendix A

This appendix includes the following topics:
» LSC software support
* How to report a problem
¢ What LSC does when your Authorized Service Provider (ASP) reports a problem

* LSC support contacts

LSC Software Support

The following subsections relate to problems or questions regarding LSC software products,
documentation, or support

ASPs

LSC sells and supports its products through ASPs. Your ASP is generally a specialist within
your country or industry market that provides support for LSC products. The ASPs provide
help desk assistance and have LSC-trained service representatives. The ASPs provide primary
support on the product including taking the initial software support call and providing

immediate problem and question resolution whenever possible.

LSC Support Center

When an ASP cannot provide a resolution, the ASP escalates the problem to thgpp&€ s
center located in Minnesota. These secondappart calls require a higher level of expertise

for problems that cannot be resolved by the Level-1 ASPs. If you have an ASP, the escalation
of a problem to the LSC support center mustidne through the ASP. Do not report a

problem directly to LSC. You must use your ASP.

How to Report a Problem

This subsection describes the steps LSC suggests to report your problem to your ASP. If your
ASP has a different procedure, please follow the ASP’s procedure instead.
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What to Do Before You Call

The first step to take when you encounter a problem or a technical question is to review the
product documentation. It is possible that a solution or answer is provided in the
documentation. If the documentation does not provides a solution, take the following steps
before you call your support ASP.

Step 1: Identify the Severity Level of the Problem

You must determine how critical the software problem is, based on the severity level
descriptions in this subsection.

The severity levels range from A to D, with severity level A being the most critical. The
severity levels only apply to processing software problem incidents. All problems should be
reported by email if possible to avoid errors. We can help you in the most efficient way if you
have emailed a description of the problem and have sent the outputrdbtile  script

prior by FTP prior to telephoning. In the definitions that followpéware problemmefers to

both software and documentation problems.

The problem severity levels are:

» Severity Level A - The software product is non-operational, resulting in a critical system
condition requiring immediate resolutionugport perennel may require continuous
access to your resources until a workaround or resolution is provided. When reporting a
Severity A incident, a telephone call after sending materials by email is preferred. Email
without a call is acceptable, but it may delay an ASP or LSC response. LSC requires that
any support calls at Severity Level A to LSC include avdifalof the customer system
administrators to LSC.

» Severity Level B - The software product is operational, but it is severely restricted in
functionality or presents a system degradation. When reporting a Severity B incident, a
telephone call after sending materials by email is preferred, although email alone is
acceptable.

e Severity Level C - The software product is operational, but functional limitations or
restrictions that are not critical to the overall system operations are present. When
reporting a Severity C incident, email is preferred.

» Severity Level D - Problems that have little, or no, impact on system operations are
present. Severity D incidents should be reported only via email.

Step 2: Record Your Company Information
You will be asked to provide the following information:
* Your company name and customer number. For example, Company X, LO666.

¢ Your name and telephone number. Also provide the name and number for an alternate
contact, if possible. For Severity A or B, a pager number is also requested.

* Your email address. For examgjehnson@amcorp.com

» Details of the software problem or technical question.
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» Severity level of the software problem or a specific time and date by which you require a
response to a technical question. For more information, see the previous step, “Step 1:
Identify the Severity Level of the Problem”. You will be given an incident number to track
this support call.

Step 3: Record Your Site and Configuration Information
You should have the following information accessible:

* The name of the software product, including the release level. For example, SAM-FS
3.5.0. This can be obtained by entering the following command:

server#  pkginfo —| LSCsamfs

e The names and releases of your system software, such as the operating systems or any
other appropriate software. For example, Solaris 2.7.

Step 4: Detail the Problem

Use the LSC Problem Identification Checklist (Table A-1) to help you collect details about the
software or documentation problem. You may make copies of the checklist. Collect this
information for each problem or question.

Keep a record of your checklist responses in a convenient place for reference. Your ASP and
the LSC software support center may request an answer to some or all of the questions.

Step 5: Gather Diagnostic Output

During problem resolution, your ASP and the LSC support center may request that you
provide specific diagnostic material. The output ofitiie.sh  (1M) command provides us
with a current snapshot of your system configuration as it relates to your SAM-FS or SAM-
QFS environment. Only limited log information is captured by this script, so make sure you
runinfo.sh  when the problem is occurring or as soon a possible after it occurs.

Submit a separate copy of tinéo.sh  (1M) output for each problem you report. The

output should be sent by FTP to your ASP. LSC may ask you to send information to the LSC
site, but unless otherwise directed, you should always work through your ASP. The following
guidelines apply when sending diagnostic information:

* Do not send SAM reports as attachments to email. If your ASP has directed you to
send a SAM report to LSC, send it to the LSC FTP site, whiitp.Isci.com

« Do not send any other files or core dumps unless you have been specifically requested
to do so by staff at the LSC support center.

* Do not compress the ASCII files unless you use the Salanpress (1) utility.
Please do not zip these files on a PC using Microsoft Windows software.

Occasionally a problem is reported many hours or even days after the problem first occurred.
Because the SAM-FS and SAM-QFS environments generate a lot of log messages, a review of
the log files during the problem period is important. ifie.sh  (1M) command only

gathers the last 1000 log entries. If many log entries are generated after a problem occurs, a
snapshot of the relevant time period may be needed for diagnosis.

For more information on thafo.sh  (1M) command, see thefo.sh (1M) man page.
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Step 6: Contact Support

When you have completed all steps described in this subsection, “What To Do Before You
Call”, it is time to contact your ASP. Before contacting your ASP, make sure that you have
collected all of the information on the Problem Identification Checklist.

The Problem Identification Checklist

Table A-1 is the LSC problem identification checklist. It summarizes the information that you
need to gather prior to calling your ASP to report a problem.

Table A-1. LSC Problem Identification Checklist
For software problems, provide the following information:
» Severity Level (see page A-2)
» Company name and customer number (see page A-2)
* Site and configuration information (see page A-3)
¢ What statement or command are you using?
* What are you expecting to happen, versus what is actually happening?
* What, if any, error messages are you receiving?
* When did you first notice the problem?
e Have you attempted this activity before? Was it successful?

¢ What has changed since the activity last operated correctly? For instance, was the
software upgraded or have you changed the configuration?

e Is the problem reproducible? If so, under what conditions?
¢ Has the problem occurred before?

» If the problem does not occur consistently, describe the conditions under which the
problem does and does not occur.

* What other information can you provide concerning this problem?
For documentation problems, provide the following information:

* Severity level

¢ Company name and customer number

e Site and configuration information

* The document name, document number, and date of the publication.
e The number of the page that contains the problem.

« A description of the documentation problem. Please be specific.

« Any other information that you can provide concerning this problem.
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What LSC Does When Your ASP Reports a Problem

The LSC support center answers problems regarding our released software products. As
problems are reported and analyzed, we work to clarify our documentation, fix our software,
and implement design requests. The following process describes flow from reporting a
problem to generating a fix.

Step 1: Log the Incident

When LSC receives a call or an email, an LSC support analyst assigns it an incident number
(for exampleW711030018). The incident number is to be used for any communications
regarding this specific problem. Multiple problems usually receive multiple incident numbers.
Be sure that when you are responding to LSC emails that you include the appropriate incident
number in the email subject line.

Step 2: Assign a Support Analyst to the Incident

The incident is assigned to one of the support analysts in the LSC support center. This analyst
works with your ASP to understand, analyze, and close out the problem. Not all incidents are
necessarily answered immediately. If LSC cannot answer a problem right away, LSC tells

your ASP why and keeps your ASP posted as analysis progresses.

Step 3: Analyze the Problem Incident

Further analysis of the incident may be required. If so, the support analyst works with the
proper LSC staff members to try and resolve the problem.

Step 4. Request Additional Information

During problem resolution, the support analyst may request additional information from you
through your ASP. The analyst will refer to the problem using the assigned incident number.
You should remember to use this number in all communications.

Step 5: Close Out the Incident Report

When the problem is resolved, LSC closes the incident with a response to you through your
ASP. An incident is closed when one of the following occurs:

* A question is answered

« A problem that you encountered is fixed in a release that may require you to upgrade
your software

¢ LSC has analyzed the problem and determined that there is a problem in our software
that needs to be fixed. In this case, LSC closes the incident but opens a software
problem report as described in the next step.
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Step 6: LSC Opens a Software Problem Report

If an incident occurred because of an error in our software, the LSC support analyst opens an
internal software problem report. Software problem reports are tracked in an LSC internal
database and are assigned to software developers for further analysis and fixing.

Step 7. Take Corrective Action

The software developer works to fix the problem. Although LSC works to close all software
problem reports in a timely manner, no guarantees are made as to when these problems might
be resolved.

Step 8: Integrate and Test

The software fix is integrated into an internal software release and tested before it is released.
Sometimes LSC requests that a customer help in the testing process by running a fix at their
site. This is done in situations in which a unique set of circumstances exists for the problem
only at the customer site.

Step 9: Identify a Release in Which to Package the Software Fix

Finally, the software fix is integrated into one or more releases of the software product. LSC’s
software fixes are packaged in releases indicated by the last digit in the release number. For
example, SAM-FS 3.5.0-9 is the ninth bugfix edition of 3.5.0.

LSC Support Contacts

If your support contact is directly with LSC, then contact the LSC support center. The
following table shows the telephone numbers and email addresses to use for LSC service.
Before contacting LSC, please read the “What To Do Before You Call” subsection, which
appeared previously in this chapter.

The LSC contact information is as follows:

Communication method Contact information
Telephone, domestic 8Q0) 650-2337
Telephone, international +8512) 482-5683
Email support@Isci.com
Fax +1 (651) 554-1540
Regular mail LSC, Inc.

Attention: Software Support

1270 Eagan Industrial Road, Suite 160
Eagan, MN 55121-1231

USA

The LSC support center hours of operations apaddy through Friday, 09:00 - 18:00,
central standard time. This does not include LSC holidays.
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addressable storage

The storage space encompassing online, nearline, and offline storage that is user referenced
through an LSC file system.

archiver

The archive program that automatically controls the copying of files to removable cartridges.

archive storage

Copies of file data that have been created on removable cartridges for long-term offline
storage.

audit (full)

The process of reading the VSNs from each cartridge in an automated library. For non-tape
cartridges, the capacity and space information is determined and entered into the automated
library’s catalog.

automated library

A robotically controlled device designed to automatically load and unload removable media
cartridges without operator intervention. An automated library contains one or more drives
and a robot that moves cartridges to and from the storage slots and the drives.

backup storage

A snapshot of a collection of files for the express purpose of preventing inadvertent loss. A
backup includes both the file's attributes and associated data.

block allocation map

A bit map representing each available block of storage on a disk and indicating whether the
block is in use or free.
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cartridge

The physical entity that contains media for recording data. A tape or optical disk. Sometimes
referred to ag piece of mediaa volume orthe medium

catalog

A record of the VSNs in an automated library. There is one catalog for each automated
library, and at a site, there is one historian for all automated libraries.

data device

For a file system, a device or group of devices upon which file data is stored.

data space

The portion of a collection of files that is the actual data information.

DAU (Disk Allocation Unit)
The basic unit of online storage.

The SAM-FS file system uses several sizes. The small DAU is 4 kilobytes @96 bytes).
The large DAU is 16, 32, or 64 kilobytes. The available DAU size pairs are 4/16, 4/32, and
4/64.

The QFS and SAM-QFS file systems support a fully adjustable DAU, sized from 16 kilobytes
through 65528 kilobytes. The DAU you specify must be multiple of 8 kilobytes.

device logging

A feature that provides device-specific error information used to analyze device problems.

device scanner

Software within the LSC file system that periodically monitors the presence of all manually
mounted removable devices and detects the presence of mounted cartridges that may be
requested by a user or other process.

devicetool

A SAM-FS and SAM-QFS administrative tool with a graphical user interface for viewing
information about and managing individual devices.

direct I/O

An attribute used for large block-aligned sequential /0. S&tfa (1) command’'s-D
option is the direct I/O option. It sets the direct I/O attribute for a file or directory. If applied
to a directory, the direct 1/O attribute is inherited.
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disk allocation unit
See DAU.

disk cache family set

The definition for the devices that make up a family set. The name of the disk cache family set
is found in the equipment identifier field of the Master Configuration Rilef (file). This is
sometimes referred to asreetadevicen industry literature. Also see family set.

disk striping

The process of recording a file across several disks, thereby improving access performance and
increasing overall storage capacity.

direct access

A file attribute (stage never) designating that a nearline file can be accessed directly from the
archive cartridges and need not be staged for online access.

directory

A file data structure that points to other files and directories within the file system.

disk space thresholds

User-defined disk space thresholds that define the range of desirable disk cache utilization.
The high threshold indicates the maximum level of disk cache utilization. The low threshold
indicates the minimum level of disk cache utilization. The releaser controls disk cache
utilization based on the pre-defined disk space thresholds.

drive

A mechanism for transferring data to and from a volume.

extent array

The array within a file's inode that defines where each data block assigned to the file is located
on the disk.

family device set

See family set.

family set

A storage device that is represented by a group of independent physical devices, such as a
collection of disks or the drives mounted within an automated library.

Also see disk cache family set.
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FDDI
Fiber Distributed Data Interface. FDDI is a 100 megabytes-penddiber optic LAN.

file system-specific directives

Directives that follow global directives and begin wigh= . File system-specific directives
apply until the nexts = directive line or until the end of file is encountered. If multiple
directives affect a file system, the file system-specific directives override the global directives.

file system
A hierarchical collection of files and directories.

FTP

File Transfer Protocol. An internet protocol for transferring files between two hosts over a
TCP/IP network.

global commands

Commands that apply to all file systems and appear before thddirst “ ” line.

indirect block

A disk block that contains a list of storage blocks. The LSC file systems have up to three
levels of indirect blocks. A first-level indirect block contains a list of blocks used for data
storage. A second-level indirect block contains a list of first-level indirect blocks.

inode

Index Node. A data structure used by the file system to describe a file. An inode describes all
the attributes associated with a file other than the name. The attributes include ownership,
access, permission, size, and the file location on the disk system.

inode file

A special file (inodes ) on the file system that contains the inode structures for all files
resident in the file system. All LSC inodes & bytesdng. The inode file is a metadata
file, which is separated from file data in the QFS and SAM-QFS file systems.

kernel

The central controlling program that provides basic system facilities. The UNIX kernel creates
and manages processes, provides functions to access the file system, provides general security,
and supplies communication facilities.

LAN

Local Area Network.
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library catalog

See catalog.

LUN

Logical Unit Number.

mcf

Master Configuration File. The file that is read at initialization time that defines the device
topology within a QFS, SAM-FS, and SAM-QFS environment.

media

Tape or optical disk cartridges.

media recycling

The process of recycling or reusing archive cartridges with low use (that is, archive cartridges
with few active files).

metadata

Data about data. The index information needed to locate the exact data position of a file on a
disk. Metadata contains information pertaining to the directory, symbolic link, removable
media, segmented file index, amdode s.

metadata device

A separate device (for example a solid-state disk or mirrored device) upon which QFS and
SAM-QFS file system metadata is stored. Separating file data from metadata can increase
performance. In thecf file, a metadata device is declared asnamevice within amafile
system.

mirror writing

The process of maintaining two copies of a file on disjoint sets of disks to prevent loss from a
single disk failure. It is often referred to as shadowing.

mount point

The path to a directory where a file system is mounted.

name space

The portion of a collection of files that identifies the file, its attributes, and its storage
locations.
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nearline storage

Removable storage that requires robotic mounting before it can be accessed. Nearline storage
is usually less expensive than online storage, but it incurs a somewhat longer access time.

network-attached automated library

A network-attached automated library, such as those from StorageTek, ADIC/Grau, IBM, or
Sony, is controlled using a software packagepsied by the vendor. The SAM-FS and SAM-
QFS file systems interface with the vendor software using an LSC media changer daemon
specifically designed for the automated library.

NFS

Network File System. A standard protocol that allows a UNIX file system to be remotely
mounted via a network.

offline storage

Storage that requires operator intervention for loading.

offsite storage

Storage that is remote from the server and is used for disaster recovery.

online storage

Storage that is immediately available (for example, disk cache storage).

partition

A portion of a device.

preallocation

The process of reserving a contiguous amount of space on the disk cache for writing a file.
This ensures that the space is contiguous. Preallocation can only be performed on zero-sized
files. That is, theetfa —I command can only be specified for a file that is size zero. For
more information, see tleetfa (1) man page.

prioritizing preview requests

A method of assigning priority to archive and stage requests that cannot be immediately
satisfied.
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RAID

Redundant Array of Inexpensive/Independent Disks. A disk technology that uses several
inexpensive disks to reliably store files. It may protect against data loss from a single disk
failure, may provide a fault-tolerant disk environment, and may provide higher throughput than
individual disks.

recycler

A SAM-FS and SAM-QFS component that reclaims space on cartridges that is occupied by
unused archive copies.

release priority

A method of calculating the release priority of a file within a file system by multiplying various
weights by the corresponding file properties and then summing the results.

releaser

A SAM-FS and SAM-QFS component that identifies archived files and releases their disk
cache copies, thus making more disk cache space available. The releaser automatically
regulates the amount of online disk storage to high and low thresholds.

remote procedure calls
See RPC.

removable media file

A special type of user file that can be accessed directly from where it resides on a removable
media cartridge, such as magnetic tape or optical disk cartridge.

robot

The portion of an automated library that moves cartridges between storage slots and drives.

robottool

A SAM-FS and SAM-QFS administrative tool with a graphical user interface (GUI) for
viewing and managing automated libraries.
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round robin

A data access method in which entire files are written to logical disks in a sequential fashion.
When a single file is written to disk, the entire file is written to the first logical disk. The
second file is written to the next logical disk, and so on. The size of each file determines the
size of the I/O.

By default, LSC file systems implement striped data access unless striped groups are present.
Files are round robined if round robin access is specified. If the file system contains
mismatched striped groups, striping is not supported and round robin is forced.

Also see glossary entries for striping.

RPC
Remote Procedure Calls. The underlying data exchange mechanism used by NFS to
implement custom network data servers.

SAM-FS
The LSC Storage and Archive Manager File System. The SAM-FS software controls the
access to all files stored and all devices configured in the Master Configurationdfie (

SAM-QFS
The SAM-QFS software combines the LSC Storage and Archive Manager with the QFS file
system. SAM-QFS offers a high speed, standard UNIX file system interface to users and
administrators in conjunction with the storage and archive management utilities. It uses many
of the commands available in the SAM-FS command set as well as standard UNIX file system
commands.

samfsdump
A program that creates a control structure dump and copies all the control structure
information for a given group of files. It is analogous to the UNiX (1) utility, but it does
not copy data.

samfsrestore
A program that restores a control structure dump.

samtool
A SAM-FS and SAM-QFS administrative tool with a GUI for invoknodpottool
devicetool , andpreviewtool

SCSI

Small Computer System Interface. An electrical communication specification commonly used
for peripheral devices such as disk and tape drives and automated libraries.
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SCSl-attached Library

An automated library connected directly to a server using the SCSI interface. These libraries
are controlled directly by the SAM-FS or SAM-QFS software by using the SCSI standard for
automated libraries.

shared writer/shared reader

The QFS shared reader/shared writer capability allows you to specify a file system that can be
shared by multiple servers. Multiple hosts can read the file system while only one host can
write to the file system. Shared readers are specified witkotlsbared_reader option

on themount (1M) command. The one-writer host is specified with-the

shared_writer option on thanount (1M) command. For more information on the

mount (1M) command, see thmount_samfs (1M) man page.

small computer system interface
See SCSI.

staging
The process of copying a nearline or offline file from archive storage back to online storage.

storage family set

A set of disks that are collectively represented by a single disk family device.

storage slots

Locations inside an automated library in which cartridges are stored when not being used in a
drive. The contents of the storage slots are kept in the automated library’s catalog.

stripe size

The number of disk allocation units (DAUS) to allocate before moving to the next device of a
stripe. Ifstripe=0 , the file system uses round-robin access, not striped access.

striped group

A collection of devices within a QFS or SAM-QFS file system and defined im¢ieile as

two or moregXXXdevices. Striped groups are treated as one logical device and are always
striped with a size equal to the disk allocation unit (DAU). You can specify up to 128 striped
groups within a file system.
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striping

A data access method in which files are simultaneously written to logical disks in an interlaced
fashion.

All LSC file systems allow you to declare either striped or round robin access for each
individual file system. The QFS and SAM-QFS file systems allow you to declare striped
groups within each file system.

Also see the glossary entry for round robin.

super block

A data structure in the file system that defines the basic parameters of the file system. It is
written to all partitions in the storage family set and identifies the partition's membership in the
set.

tar

Tape Archive. A standard file/data recording format used by the SAM-FS and SAM-QFS
software for archive images.

TCP/IP

Transmission Control Protocol/Internet Protocol. The internet protocols responsible for host-
to-host addressing and routing, packet delivery (IP), and reliable delivery of data between
application points (TCP).

thresholds

A mechanism for defining the desirable available storage window for online storage.
Thresholds set the storage goals for the releaser.

volume

A named area on a cartridge for sharing data. A cartridge has one or more volumes. Double-
sided cartridges have two volumes, one on each side.

volume overflow

Allows the system to span a single file over multiple volumes. Volume overflow is useful for
sites using very large files that exceed the capacity of their individual cartridges.

VSN

Volume Serial Name. A logical identifier for magnetic tape and optical disk that is written in
the volume label.
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WORM

Write Once Read Many. A storage classification for media that can be written only once but
read many times.
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Application Programming Interface routines

see APl routines, 1-2
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archive (1) command, 1-4, 2-2
archiver.cmd |, 4-10
Backing up control structures, 4-5
Buffered I/O

see /O, paged, 1-2
Cached I/O
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sam_release (3) APl routine, 2-2
sam_segment (3) API routine, 2-2
sam_setfa (1), 6-4

sam_setfa (3) APl routine, 2-2
sam_ssum(3) API routine, 2-2
sam_stage (3) APl routine, 2-2
samcmd1M), 1-5, 4-8, 4-9, 4-12
samd(1M), 1-5, 4-8, 4-9, 4-12
samfsck (1M), 1-6, 3-4, 4-3, 4-4
samfsdump (1M), 1-6,4-10 , 4-11
samfsinfo (1M), 1-5, 3-10

samfsrestore  (1M), 1-6, 4-10
samgrowfs (1M), 1-6, 4-7, 4-8
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sammkfs (1M), 1-6, 2-8, 2-9, 3-1, 3-4, 3-10, 4-10,

6-3
samncheck (1M), 1-6
samu(1M), 1-5, 4-2, 6-2, 6-3
sdu (1), 1-5
segment (1), 1-5, 2-2, 5-3
setfa (1), 1-2, 1-5, 2-2, 5-1, 5-2, 6-3, 6-4
sfind (1), 1-5
sls (1), 1-5, 2-5
ssum(1), 1-5, 2-2
stage (1), 1-5, 2-2
star (1M), 5-4
tar (1), 5-4
umount (1M), 4-3
undamage (1), 2-4
unshare (1M), 4-3
user, 1-4
Configuration examples, 3-1
Control structures
backing up, 4-5
dump examples, 4-5
overview, 4-4
restoring a file, 4-6
Corruption, 4-3
cron (1) command, 4-5
crontab file, 4-5
damaged file attribute, 2-4
Data striping
see Striped allocation, 1-4
DAU
overview, 1-3
sizes, 2-7
dd(1M) command, 4-11
defaults.conf ,4-10
Deinstalling software, 4-12, 4-15
Deleting
software, 4-12, 4-15
dev/dsk ,3-2,3-4
dev/rdsk |, 3-4
dev/samst , 3-2
Device
special devices, support for, 1-3
state field, 3-4
dio_rd_consec  parameter, 6-4
dio_wr_consec parameter, 6-4
Direct I/O
see I/0, 1-2
directio file attribute, 2-3
directio  (3C) function call, 1-2, 6-3
Directory attributes, 5-2
Disk Allocation Unit
see DAU, 1-3
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Disk cache see Commands, 1-2
adding, 4-7 fuser (1M) command, 4-3
files exceeding, 5-3 General system administrator commands, 1-5
Disks gXXXdevices, 3-3
adding, changing, deleting, 4-8 Hardware upgrades, 4-1
dsk, 3-2 /O
dsk, 3-4 direct, 1-2, 6-3, 6-4
du(1) command, 1-5 overview, 1-2
Dumping paged, 1-2, 6-2, 6-3
.inodes file, 4-11, 4-14 tuning, 6-3
file system, 4-4 Inode
EDOMerror, 4-3 dumping inodes file, 4-11, 4-14
ENOCSIlerror, 4-3 dynamic allocation, 1-2
Equipment identifier field, 3-2 file content, 2-1, 4-4
Equipment ordinal field, 3-2 file striping, 5-1
Equipment type field, 3-3 Input/Output
etc/system  file, 6-1 see l/O, 1-2 _
etc/vistab file Ilfernelllglzﬁsd.conf file, 6-1, 6-2
i - arge
seevfstab file, 1-1 see DAU, 1-3

exarchive (1) command, 1-4
Family set field, 3-4
File
allocation method, 5-2
archdone attribute, 2-4 also sessls (1) command, 1-5

archive -n  attribute, 2-3 mafile system, 3-3
attributes, 2-1, 2-2. 2-4, 5-1 Master Configuration File

Large files, 5-3, 6-1
Licensing, xiii,4-10
Is (1)

damaged attribute, 2-4 seemcf, 1-2

directio  attribute, 2-3 maxcontig  setting, 6-2

inode content, 2-1 maxphys parameter, 6-1

metadata, 2-1 mcf _ _ . _ N

offine attribute, 2-4 adding, removing, or deleting disks or partitions, 4-
: 9

preallocating space, 5-2
release attribute, 2-3
segment attribute, 2-3
stage attribute, 2-3, 2-4
user settings, 2-2, 2-4

additional parameters field, 3-4
backing up, 4-11, 4-14
configuring, 3-1

device state field, 3-4

entries, 3-2

File system equipment identifier field, 3-2
basic operations, 4-1 equipment ordinal field, 3-2
capacity, 1-2

equipment type field, 3-3
commands, 1-6 example files, 3-10

corruption, 4-3 famil t field, 3-4
design basics, 2-1 ﬁzzrpdlsy 83(-32 e

dumping, 4-4 increasing file system size, 4-8

recovery, 1-3 overview, 1-2
repair, 4-4 u inc
) pgrading a server, 4-10
:ﬁr?;[r?rmgil‘l_dﬁ o mdfile system, 3-3
9 messages file, 4-3, 4-8
typema 3-3 Metadata
typemd 3-3 allocation, 2-11
typemm3-3 content, 2-1
typemr, 3-3 device inmcf, 3-3
typems, 3-3 separation, 1-3, 2-1
typ_esa_mfs ,4-5 storage, 1-3
. validation, 4-3 mnfile system, 3-3
find (1) cpmmand, 1-5 mount (1M) command, 1-6, 2-7, 2-8, 3-3;7 , 3-8,
flush_behind ~ mount parameter, 6-5 3-9, 4-2, 4-13, 4-15, 5-1, 6-2, 6-3, 6-4, 6-5
fsck (1) command, 1-3 mr file system, 3-3
also sesamfsck (1M) command, 1-3 msfile system, 3-3
fsck (1M) command, 3-9 offline file attribute, 2-4
Function calls Packages, removing, 4-12, 4-15
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Paged I/O

see I/0, 1-2
Partitions (adding, changing, deleting), 4-8
Performance topics, 6-1
pkgadd (1M) command, 4-13, 4-15
pkginfo (1) command, 4-12, 4-15
pkgrm (1M) command, 4-12, 4-15
Preallocation of file space, 1-2, 5-2
QFS

definition, xi
gfsdump (1M) command, 1-6, 4-4, 4-8;10 , 4-14
gfsrestore  (1M) command, 1-6, 4-4, 4-5, 4-6
Qwrite, 6-4
rdsk , 3-4
readahead parameter, 6-2
Recovery of a file system, 1-3
release file attribute, 2-3
release (1) command, 1-4, 2-2
Removing

software, 4-12, 4-15
Repairing a file system, 4-4
request (1) command, 1-4
Restoring a file system, 4-4, 4-6
Round-robined allocation

device inmcf, 3-3

overview, 2-11

QFS example file, 3-11

SAM-FS example file, 3-12

user specified, 5-2
sam_archive (3) APIroutine, 2-2
sam_release (3) APIroutine, 2-2
sam_segment (3) API routine, 2-2
sam_setfa (1) library routine, 6-4
sam_setfa (3) APl routine, 2-2
sam_ssum(3) API routine, 2-2
sam_stage (3) APl routine, 2-2
samcmd1M) command, 1-5, 4-8, 4-9, 4-12
samd(1M) command, 1-5, 4-8, 4-9, 4-12
SAM-FS

definition, xi
samfs file system type, 4-5
samfs.cmd file, 3-7, 3-8, 3-9, 4-2, 6-2, 6-3, 6-4, 6-5
samfsck (1M) command, 1-6, 3-4, 4-3, 4-4
samfsdump (1M) command, 1-64-10 , 4-11
samfsinfo  (1M) command, 1-5, 3-10
samfsrestore  (1M) command, 1-6, 4-10
samgrowfs (1M) command, 1-6, 4-7, 4-8
sam-log file, 4-3
sammkfs (1M) command, 1-6, 2-8, 2-9, 3-1, 3-4, 3-

10, 4-10, 6-3
samncheck (1M) command, 1-6
SAM-QFS

definition, xi

stopping, 4-12
samst , 3-2
samu(1M) command, 1-5, 4-2, 6-2, 6-3

sd_max_xfer_size definition, 6-1
sdu (1) command, 1-5
segment file attribute, 2-3
segment (1) command, 1-5, 2-2, 5-3
Server, upgrading, 4-10
setfa (1) command, 1-2, 1-5, 2-2, 5-1, 5-2, 6-3, 6-4
sfind (1) command, 1-5
Shared reader/shared writer, 2-7
sls (1) command, 1-5, 2-5
Small DAU
see DAU, 1-3
Software upgrades, 4-1
Software, removing, 4-12, 4-15
Solaris upgrading, 4-11, 4-14
ssd_max_xfer_size definition, 6-2
ssum(1) command, 1-5, 2-2
st.conf file, 4-10
stage file attribute, 2-3
stage (1) command, 1-5, 2-2
stage_flush_behind mount parameter, 6-5
star (1M) command, 5-4
Stopping the file system, 4-12
Storage and Archive Manager
see SAM-FS or SAM-QFS, 1-4
Striped allocation
.inodes file, 5-1
device inmcf, 3-3
overview, 1-4, 2-11, 2-15
QFS example file, 3-13
QFS striped groups example file, 3-15
SAM-FS example file, 3-14
stripe width, 2-8, 2-9, 5-2, 6-3
striped groups, 2-9, 2-11, 2-18, 3-3
user specified, 5-2
tar (1) command, 5-4
Tuning, 6-1
umount (1M) command, 4-3
undamage (1) command, 2-4
unshare (1M) command, 4-3
Upgrades, 4-1
Upgrading
disks, 4-8
partitions, 4-8
servers, 4-10
Solaris, 4-11, 4-14
User commands, 1-4
Validation, 4-3
VFS, 1-1
vfstab file, 1-1, 2-11, 3-1, 3-7, 3-8, 3-9, 4-2, 4-3, 4-
5, 4-13, 4-15, 6-3
Vnode interface
see VFS, 1-1
Volume management, 1-2, 33-5
writebehind parameter, 6-2
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