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Introduction

As virtualization technology, which improves flexibility and mobility both for users and 

for IT organizations, has made its way into desktop architectures, there has been an 

increasing need for corresponding software tools and management capabilities.

A properly designed desktop virtualization solution should allow users to access their 

desktop environments from an assortment of devices, such as PCs, thin clients, and 

compatible web browsers. The Sun Desktop Virtualization solution consolidates desktop 

operating system instances into the data center, using remote display protocols on a 

wide array of devices and network access methods to present them to users. Secure 

hosting and management of virtual desktop instances within the data center make it 

easier to offer remote user access that is both local and secure. Secure remote access to 

virtual desktops can thus be delivered without compromising network security or 

increasing the management overhead of the desktop environment. 

Sun’s Desktop Virtualization solution enables customers to leverage the value of thin 

clients while minimizing the initial investment and high cost that is sometimes 

associated with migrating from a distributed, fat client-based solution. Customers often 

want to move to a thin client-based solution but struggle with the effort and cost of 

transition. Desktop Virtualization can help these customers to leverage the value of 

Sun’s Virtual Display Client technology by moving desktop instances off physical 

personal computers and consolidating virtual versions of them onto a server-based 

solution using virtualization technology.

A solution based on Virtual Desktop Infrastructure (VDI) puts IT organizations in a 

position to develop and implement new, long-term desktop strategies, such as 

migrating to an Open Solaris™ or Linux or other open operating system, delivering more 

services through a web service-based architecture, migrating to a server-based 

computing architecture, or a hybrid strategy that leverages components of several 

architectures. In some cases, massive, all-inclusive desktop migrations and change in 

existing processes can introduce significant risk. Where reduced risk is necessary, a 

phased adoption approach that begins with desktop virtualization represents a 

comfortably smaller step, providing administration and cost advantages, in addition to 

minimizing risk, because the desktop operating system and application infrastructure 

remains the unchanged. In later phases, the customer is well positioned to implement 

a new desktop strategy for specific business needs while preserving the investment in 

thin client technology and Virtual Desktop Infrastructure.

With a Sun-based virtualization solution, all services are managed from within the data 

center. There is no configuration, operating system, or data to manage on the client 

device. This offers a more secure and manageable solution than traditional PCs or thin 

clients that use an embedded operating system. Lower total cost of ownership can be 
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achieved through more efficient management, increased productivity, and reduced 

power consumption.

The Sun Virtual Desktop Access Kit for VMware is an add-on component that integrates 

with Sun Desktop Infrastructure products and VMware Infrastructure 3 (VI3). In this 

context VI3 is the infrastructure to manage and execute virtual desktops. This is also 

known as Virtual Desktop Infrastructure (VDI). The Virtual Desktop Access Kit (VDA Kit) is 

the integration software between the access and virtualization tiers of the Sun Desktop 

Virtualization Solution. The integration between Sun’s Desktop Infrastructure products 

and VMware’s Virtual Infrastructure enables delivery of a dynamic and robust end-to-

end desktop virtualization solution. 

This document outlines the feature set and value of the Sun Virtual Desktop Access Kit 

for VMware, discussing how it integrates with the access and virtualization tiers of the 

Sun Desktop Virtualization Solution. A reference architecture is explained through a 

number of examples. 

Scope

This document describes the capabilities of the Sun Virtual Desktop Access Kit for 

VMware and how it can be integrated with VMware’s Virtual Infrastructure 3 to deliver 

a dynamic and robust desktop virtualization solution. In order to gain a full 

understanding of how the Virtual Desktop Access Kit works and the value it brings to 

the Sun Desktop Virtualization Solution, the reader should have an understanding of 

the following:

• Sun Ray™ Software 4 or higher

• Sun Secure Global Desktop 4.2 or higher

• VMware ESX 3.01 or higher

• VMware Virtual Center 2.x

• VMware HA

• VMware DRS

This paper is not intended to replace the installation and administration guides for any 

of these technologies. The focus is on applied concepts and best practices for the 

Virtual Desktop Access Kit as a way to maximize the value you can gain from this VDI 

solution. The Sun Desktop Virtualization Solution white paper is also recommended as 

a starting point and to better understand the Sun Desktop Virtualization Solution. It is 

available at:

http://www.sun.com/software/sdis/

wp_desktop_virtualization_blueprint.pdf

The initial version of the Virtual Desktop Access Kit concentrates on delivering Windows 
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XP Professional or Windows 2000 Professional virtual desktops to the user. Other kinds 

of virtual desktops may be targeted in later versions of the Virtual Desktop Access Kit 

but are currently out of scope.
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Virtual Desktop Access Kit Architecture Overview

The Virtual Desktop Access Kit is the software that integrates the Access Tier and 

Desktop Virtualization Tier components. Built by leveraging VMware’s Virtual 

Infrastructure SDK, its function is to manage the life-cycle of the virtual desktop 

instances.

Virtual Desktop Access Kit Features
• Seamless connection to virtual desktops through Sun Ray Server Software (SRSS) and 

Sun Secure Global Desktop (SSGD)

• Session redirection between SRSS and SSGD

• Static and dynamic assignment of virtual desktops to users

• Lifecycle management of virtual desktops available from multiple pools

• On-demand creation of virtual desktops from golden images

• Support of Windows system preparation (sysprep) and joining new virtual 

desktops to Windows domains

• Automatic recycling of virtual desktops to a pre-used state after use

• Increased hardware utilization when using VMware Dynamic Resource Scheduler

• Automatic desktop restart when using VMware HA

• Support for Power Management of virtual desktops

Virtual Desktop Access Kit Components 
• Reference Controlled Access Mode (CAM) script for SRSS

• Reference session script for SSGD

• VDA Client for access tier servers such as SRSS or SSGD

• VDA Service for Virtual Center

• VDA Tools, a helper to be installed onto the Guest OS

The VDA Access Kit can be deployed with or without VMware’s Virtual Center as a 

central point of control. The initial version of the VDA Kit for VMware requires Virtual 

Center; however, later versions might support a deployment without requiring Virtual 

Center, although such a solution will only support a limited feature set. See Figure 1 for 

an overview of the Virtual Desktop Access Kit architecture.
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Figure 1. Architecture of the Sun Virtual Desktop Access Kit for VMware

The Virtual Desktop Access Kit is implemented using two core components, the VDA 

Client and the VDA Service. The VDA Client is installed on the Sun Ray Server or Secure 

Global Desktop Server that resides within the access tier. The VDA Client requests a 

running virtual desktop instance from the VDA Service, using a unique identifier, such 

as a user ID. Once the VDA Service identifies the correct virtual desktop instance, it 

returns an IP address identifying the requested virtual desktop. This information is then 

used by the access tier to establish an RDP connection to the given IP address. 

Communication between the VDA Client and VDA Service is handled using simple TCP/IP 

communication.

The VDA Service is a Java application installed on the Virtual Center server. It uses the 

Virtual Infrastructure SDK to interact with the Virtual Center. The VDA Service provides 

the control logic used to locate virtual desktops based on unique identifiers. In 

addition, for dynamic deployments where pooling is used, it handles creation of new 

virtual desktops on demand as well as starting and stopping virtual desktops when 

required. When contacted by a VDA Client, the VDA Service decides which virtual 

desktop to select for the given identifier. Once identified, the virtual desktop is started, 

if required. When the virtual desktop is fully up and running, which means RDP 

communication can be initiated, the IP address of the virtual desktop is handed over to 

the requesting VDA Client.
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Virtual Desktop Access Kit Concepts

The Virtual Desktop Access Kit for VMware does not introduce new management 

interfaces for virtual desktops, it simply leverages existing functionality delivered 

through the VMware Virtual Infrastructure SDK to deliver an end-to-end desktop 

virtualization solution.

This section focuses on the control logic, which is implemented mainly through the VDA 

Service. Understanding the ideas and concepts behind this logic will help to assess the 

available functionality and additional value of this VDI solution.

One Desktop from Anywhere
The idea behind the Virtual Desktop Access Kit is to deliver a single desktop instance to 

the user for the duration of the current network connection. The user should be able to 

access a virtual desktop through a Sun Ray Desktop Unit (DTU) by providing a smart 

card identifier (token) or user ID. Accessing the virtual desktop through a browser, using 

Sun Secure Global Desktop from outside the company’s firewall, should provide exactly 

the same virtual desktop previously accessed from the Sun Ray DTU. Although access 

methods may differ, the virtual desktop should always be the same.

Static Versus Dynamic
Within an enterprise, it is common to have different types of user profiles. These user 

profiles are often categorized as power workers, knowledge workers, task workers, and 

mobile workers. Power workers, such as developers, typically require a large set of 

applications and more administrative rights than other users, and they are usually 

responsible for maintaining their own desktops. These users are candidates for their 

own virtual desktop instance, much like having their own PCs. This relationship 

between user and virtual desktop is often referred to as a static relationship. Such 

virtual desktops are typically named after a unique user ID and placed into a static 

virtual desktop pool along with other static virtual desktops. A virtual desktop pool is 

represented in Virtual Center by a folder containing virtual desktops. Placing a virtual 

desktop into a static pool and naming it after a certain user type guarantees that the 

user is always directed to this particular virtual desktop instance, regardless of the 

access method.

Other types of users, such as transactional workers or knowledge workers, have fewer 

requirements for customizing their desktop environment. For these users, a dynamic 

virtual desktop might be more appropriate. The dynamic virtual desktop is created from 

a standard golden image, or template, customized using the Windows system 

preparation tool (sysprep) and preserved in a dynamic virtual desktop pool.

Virtual desktops assigned from a dynamic virtual desktop pool are only temporarily 
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available to each user. If the user does not use the currently assigned virtual desktop 

instance or is idle for a pre-defined amount of time, the virtual desktop instance is 

recycled. When a virtual desktop instance from a pool is recycled, it is returned to its 

prior state before being checked out. Virtual desktops are recycled back to their prior 

state with VMware snapshot technology. See Figure 2 for a sample screenshot that 

illustrates the implementation of virtual desktop pools.

Figure 2. Virtual Desktop Pools in VMware Virtual Center

On the left side of the screenshot in Figure 2 is the hierarchy of folders available in a 

particular virtual data center. The folder called Pool-Static is the static virtual desktop 

pool. There is only one static virtual desktop pool per data center. Currently, it contains 

a single virtual desktop called Administrator. This is the static virtual desktop of the user 

who logs in as Administrator. Whenever a user logs in, the VDA Service first checks the 

static virtual desktop pool. In the case of the Administrator user, it finds a virtual 

desktop matching the given identifier. The virtual desktop is started, if necessary, and 

its IP address returned to the VDA Client.

All other users are assigned a virtual desktop from the dynamic virtual desktop pool 
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called Pool or Pool-Kiosk. A dynamic virtual desktop pool can be easily identified by its 

sub-folders, which are automatically created by the VDA Service. The folder called In 

Preparation is used for starting up a newly requested virtual desktop. Virtual desktops 

located in the In Recycle folder are scheduled to be converted back to a point in time, in 

preparation for the next requesting user or device. The In Use folder contains virtual 

desktops that are currently assigned to users and or devices. The Factory folder is a 

specific folder used during the automatic creation of new virtual desktops. Once these 

virtual desktops are cloned and assigned, they automatically move to the In Use folder.

IT organizations should try to minimize the number of golden images because of the 

effort required to manage and maintain a large collection of golden images in a 

consistent state. Access rights, desktop settings, and different sets of applications can 

all be configured with tools such as Microsoft Group Policy or application provisioning 

tools such as Sun Secure Global Desktop. In some cases, however, there may still be a 

need to deliver virtual desktops that vary in size, in terms of memory, disk space, etc.

For example, a knowledge worker may require a virtual desktop that is allocated more 

memory than one assigned to a transactional worker. In such cases, it might be 

necessary to operate with different dynamic virtual desktop pools. Each dynamic pool 

would be characterized by its number of elements, expiration policies for the virtual 

desktops, and the golden images used to create new virtual desktops.

The VDA Service is always configured so that at least one default dynamic pool is 

defined. The default dynamic pool serves every user or device that is not assigned to a 

static pool or specific dynamic pool. In Figure 2 above, there are two dynamic virtual 

desktop pools, Pool and Pool-Kiosk. Pool is the default dynamic pool. Pool-Kiosk is 

assigned to a specific use case, such as a contract worker or visitor who would access a 

virtual desktop temporarily from an Internet Kiosk. In the example illustrated, a user 

accessing a virtual desktop via a smart card is directed to the default dynamic pool. A 

user not using a smart card—assuming non smart card access has been enabled—is 

assigned a virtual desktop from the pool named Pool-Kiosk. The latter example is the 

real kiosk use case, where a different configuration of a golden image and virtual 

machine configuration, such as less memory, can be used. The association of a pool to a 

user or device is handled outside of the VDA Service, except in the case of the static 

pool. The VDA Kit includes a CAM script for Sun Ray Server Software that handles both 

smart card and non-smart card usage.

Resource Optimization
The Virtual Desktop Access Kit supports the VMware Dynamic Resource Scheduling 

(DRS) feature, which is part of Virtual infrastructure 3. When the VDA Service needs to 

start a virtual desktop, it contacts Virtual Center to find out which ESX server is best 

suited to host the virtual desktop, based on the resource policies that have been 
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defined. Virtual Center notifies the VDA Service and the virtual desktop is started on the 

recommended ESX server.

In addition to DRS, the Virtual Desktop Access Kit also resolves issues associated with 

unused or idle virtual desktops. Virtual desktops that are idle or not being used 

consume memory and CPU resources that should be available for utilization of active 

virtual desktops. The Virtual Desktop Access Kit handles idle desktops by implementing 

a power management scheme for Windows XP. Desktop administrators are asked to 

turn on the power management features of Windows XP for the virtual desktops. This is 

easily handled by adding the power management scheme provided by the Virtual 

Desktop Access Kit and enabling power management in the golden master images. 

Virtual desktops should behave like laptops that go into a standby mode or suspend 

after a defined period of time in order to save power. The same principle applies to the 

virtual desktops, with the focus on saving CPU cycles and memory consumption. In the 

VDI scenario, the power scheme can be configured to define how long an idle virtual 

desktop is allowed to run idle or unused before it should be suspended.

When a virtual desktop switches into standby mode, the power management scheme 

notifies the ESX host, which then suspends the virtual desktop, freeing up the CPU and 

memory currently being used by the virtual desktop for use by other virtual desktops 

hosted on the server. Static virtual desktops stay in the suspended mode until the 

assigned user requests the virtual desktop again. However, dynamic virtual desktops 

are made available for other users either immediately after suspension or after a 

defined grace period. If the grace period passes, dynamic virtual desktops revert to the 

state before they were assigned to the current user and are then made available again 

for others users. In the context of the Virtual Desktop Access Kit, this functionality is 

called recycling.

Virtual Desktop Access Kit Components

The Virtual Desktop Access Kit components that work with the Sun Desktop 

Infrastructure products and VMware Virtual Infrastructure each play an important role 

in enabling the communication between all elements of the architecture. 

VDA Client

The VDA Client is an application installed on the Sun Ray server or Secure Global 

Desktop server. The VDA Client application handles communication with the VDA 

Service running on the Virtual Center server. The VDA Client requests access to virtual 

desktops for a given unique identifier, such as a user ID, a token ID from a smart card, or 

a pseudo ID from a CAM session. Optionally, it may provide information about the 

specific dynamic virtual desktop pool used for provisioning virtual desktops. The VDA 
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Client returns the IP address of the identified virtual desktop to the Sun Ray Server 

Software or Secure Global Desktop, depending on where the connection is initiated.

VDA Service
The VDA Service is a Java application installed on the Virtual Center server as a Windows 

Service. It uses the VMware Virtual Infrastructure SDK to communicate with Virtual 

Center. The communication takes place locally on the Virtual Center server. The VDA 

Service encompasses the control logic of the VDI solution. The purpose is to select and 

prepare virtual desktops to be assigned to Sun Ray DTUs. This process is initiated 

through requests from the VDA Clients. The VDA Client passes a unique identifier such 

as a pseudo ID, smart card token ID, or user ID, to the VDA Service. A recommended 

dynamic pool name can also be passed with the identifier. The VDA Service handles the 

request by first looking into the static pool for a virtual desktop whose name matches 

the identifier. If this is unsuccessful, it looks into the recommended pool, if this 

information was part of the request. If all previous lookups fail, it uses the default 

dynamic pool to assign a virtual desktop. 

Within a dynamic pool, the VDA Service first tries to match a running virtual desktop 

with the given unique identifier. If this is successful, the IP address of the running 

virtual desktop is returned to the caller. If there is no running virtual desktop matching 

the identifier, the next available virtual desktop is selected. Once selected, the virtual 

desktop is started and named after the given identifier to match subsequent requests. 

Once the virtual desktop is up and running, its IP address is returned to the VDA Client. 

In this context, it should also be noted that virtual desktops are automatically resumed 

as part of the lookup process. If the virtual desktop was previously suspended due to 

power management operations, it will be resumed. 

Additionally, the VDA Service handles the recycling of unused or idle virtual desktops 

still assigned to users. Virtual desktops that are identified for recycling are reverted to 

the state prior to being checked out and are made available to other users or devices. 

The VDA Service can also trigger the creation of new virtual desktops within a dynamic 

pool, as when the number of available virtual desktops falls below a pre-defined 

minimum. In such a case, a clone operation of the defined golden image is triggered, 

creating a new virtual desktop instance. Once cloning is completed, a system 

preparation of the virtual desktop is initiated, which includes joining the Windows 

domain. After being joined to the Windows domain, the virtual desktop is made 

available to be assigned to users or devices.

VDA Tools

VDA Tools is a service that is installed on the Windows virtual desktop instance to 

provide robust handling of power management. If a power management scheme is 

applied that puts the virtual desktop into standby mode after a certain amount of idle 
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time, the VDA Tools service makes sure the existing RDP clients disconnect safely and 

instantaneously. It also notifies the VDA Service running on the Virtual Center about the 

changed state of the virtual desktop instance.

VDA CAM Script for Sun Ray Server Software
Sun Ray Server Software uses the VDA CAM script for the virtual desktop session 

handling. The VDA CAM script can handle both scenarios that do or do not use smart 

cards. When smart cards are used, the Sun Ray DTU displays a Windows virtual desktop 

instance looked up based on the smart card token or associated user ID. The virtual 

desktop instance can either be statically assigned or served from a dynamic pool. When 

smart cards are not used, the Sun Ray DTU displays a Windows virtual desktop based on 

the pseudo ID of the Sun Ray session. In this case, there is no up-front personalization, 

which means no user ID can be preset for the Windows login screen. The whole 

workflow for the session initialization is illustrated in Figure 3.

Figure 3. Virtual Desktop Access for Sun Ray

1. A new user inserts a smart card into the Sun Ray DTU, starting a new Sun Ray 

session. The VDA CAM script is invoked.
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2. The VDA CAM script tries to resolve the smart card token ID into a user ID by con-

tacting the Sun Ray local data store. (This could also be done through a lookup to 

any external database, such as an LDAP directory). 

3. The VDA Client is invoked to start the lookup process for a virtual desktop, using 

either the user ID or the token ID.

4. The VDA Client passes the unique ID information to the VDA Service.

5. The VDA Service then looks for a matching virtual desktop, first in the static pool, 

then in a dynamic pool. Once the virtual desktop is selected, running, and ready to 

accept RDP connections, the IP address is returned.

6. The VDA CAM script invokes the Sun Ray Windows Connector with the returned IP 

address, and the assigned session is displayed on the Sun Ray DTU.
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VDA Session Script for Sun Secure Global Desktop

The VDA Session script for SSGD plays a nearly identical role to that played by the VDA 

CAM script. The VDA Session script can be configured into an application definition for 

SSGD. Once this is done, privileged users can launch a virtual desktop from a Webtop 

session. The exact configuration is described as part of the instructions for installing 

and configuring the VDA Session script for SSGD included with the Virtual Desktop 

Access Kit. The session instantiation process is similar to the one for Sun Ray, as 

illustrated in Figure 4.

Figure 4. Virtual Desktop Access for Sun Secure Global Desktop

1. A user logs into the SSGD Webtop through a browser on any client device from 

outside the firewall. After successful authentication, the user is presented with a 

list of application launchers, one of which is configured for a virtual desktop. When 

the user invokes the specific launcher, the VDA Session script is triggered.

2. The VDA Client is invoked with a given user ID.

From this point forward, the process is identical to the Sun Ray scenario above. The 

final step differs in that the SGD RDP client is invoked with the IP address of the 

assigned virtual desktop, and the virtual desktop session is displayed in the browser of 

the invoking client device.

In the case where both SRSS and SSGD are provisioned to the user base, users can 

access a single virtual desktop instance from a Sun Ray DTU or a browser using another 
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client device, independent of whether virtual desktops are provisioned statically or 

dynamically. The only prerequisite is that the same identifiers be used when users login 

to their virtual desktop through SRSS or SSGD. The lookup method for both systems is 

identical. When the Virtual Desktop Access Kit is used, the resulting Windows session 

will always be the same one. This offers users the benefit of starting a Windows session 

from a Sun Ray DTU within the enterprise firewall, and then, when traveling or working 

from home, picking up the exact same session in a browser without having to re-login 

or to close any active sessions (provided, of course, that they use a static desktop or 

that their dynamic desktop was not recycled). The entire session redirection process is 

transparent to the user—a clear advantage. Figure 5 depicts this user experience.

Figure 5. Seamless Access from Anywhere Through SRSS and SSGD

Planning and Preparing Virtual Center
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golden image, the folders required in Virtual Center, and the creation process and 

naming conventions. Of course, there is more to know about how to set up the Virtual 

Desktop Infrastructure; however, specific VMware Infrastructure 3 administration 

expertise and best practices are beyond the scope of this paper.

Virtual Desktop Golden Image
The virtual desktop golden image is a virtual machine template used to seed the virtual 

desktop inventory. Depending on needs, there might be only a single golden image, but 

there could easily be more if user requirements are more complex. The configuration of 

the image does not vary much compared to traditional desktop images. It requires the 

installation of the Windows OS, all of the local applications, patches, and standard IT 

configurations. There are a few specific tasks that also need to be taken into account for 

the Sun Desktop Virtualization Solution:

• VDA Tools

VDA Tools need to be installed on the golden image for robust handling of power 

events such as a virtual desktop suspend.

• Power Options

Power Options should be configured to reduce the overall system load. Power 

Options can be found in the Windows XP Control Panel. Here you have to set the 

standby time to a suitable value. This is a machine setting which can only be set 

by the administrator of the virtual desktop. Controlling this setting for each 

individual box can be quite tedious and error-prone, so using Group Policy would 

be ideal, but no such GPO settings for Power Options are offered by default. Some 

third-party solutions, such as http://www.terranovum.com/projects/

energystar/ez_gpo.html, are available free of charge. Windows Vista will 

include a Group Policy for Power Options.

• Virtual Machine Configuration

It is important to make sure the virtual desktop suspends when the Guest OS 

initiates a standby. This will fully suspend the virtual machine and not keep the 

virtual desktop awake. These settings can be found under Options/Power 

Management.

Once the golden image (template) is created, it needs constant maintenance, 

especially if the update and patch process is to be maintained through frequent 

replacements of the virtual desktop instances instead of reliance on the Windows 

System update components typically used in traditional desktop deployments. There is 

an excellent document published by VMware, that explains the best practices for 

templates in detail:  
http://www.vmware.com/pdf/

vc_2_templates_usage_best_practices_wp.pdf.
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Dynamic or Static Virtual Desktops
Virtual desktops can either be static or dynamic. Static virtual desktops are assigned 

specifically to a user. When assigned a static virtual desktop, a user is always connected 

to that desktop and exclusively uses that virtual desktop until migrated to a new 

desktop. 

Dynamic virtual desktops are created dynamically and assigned upon request to users 

or virtual display clients connecting to the network in order to deliver dedicated virtual 

desktops for temporary, short-term use. After a user has finished using a dynamically 

assigned virtual desktop, the desktop reverts to a clean state and returned to the pool, 

ready to be assigned to the next user or device. All the user data, home directories, 

profiles, etc. for dynamic virtual desktops should be stored on the network and be 

available regardless of which virtual desktop is assigned to the user. In other words, the 

whole desktop personalization should be served from the network.

Virtual Desktop Pools
Pools are logical collections of dynamic or static virtual desktops organized in folders. 

Static virtual desktops are grouped into a single static pool, while dynamic virtual 

desktops can be grouped into multiple pools. The number of pools depends on the 

complexity of the desktop environment. Some workgroups may have different virtual 

desktop requirements for memory, disk, application load, etc. Pools need to be 

populated with virtual desktops that are ready to be assigned to users or devices. 

Virtual desktops can be created manually by an administrator or automated using a 

factory (see Figure 6). Dynamic pools also have a configured threshold, which defines 

the minimum number of virtual desktops that should be available at all times.

Virtual Desktop Factory

The Virtual Desktop Access Kit makes it possible, through the concept of factories, to 

automate the creation of new virtual desktop instances within each pool. As existing 

virtual desktops are checked out for use by clients, the factory automatically creates 

new virtual desktop instances. Factories can share a common golden image or have 

their own specific golden image. When a new virtual desktop instance needs to be 

created for a pool, the factory clones a new virtual desktop instance from the assigned 

golden image. Once completed, the virtual desktop instance is powered on, run 

through Windows system preparation (if configured), and sent to join the Active 

Directory domain (again if configured). The VDA Service then takes a snapshot to serve 

as a baseline for future virtual desktops and, finally, suspends virtual desktop instance. 

Once completed, the virtual desktop is ready to be assigned from the pool to the next 

requesting user or device.

In Figure 6, the dynamic pool called Pool-Kiosk has one virtual desktop instance running 
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that is assigned to a pseudo kiosk session on a Sun Ray DTU (the highlighted entry in 

the In Use folder in the screenshot). The assignment of the virtual desktop instance to 

the requesting Sun Ray DTU triggers the creation of a new instance to fulfill subsequent 

requests. As long as the creation process remains ongoing, the new virtual desktop 

instance resides in the Factory sub-folder. Once the process is completed, the virtual 

desktop instance, in this example called Pool-Kiosk-2, is moved up to the parent and is 

then available for new requests.

Figure 6. Factory Creating a New Virtual Desktop

The factory applies a specific naming scheme. New elements are named after the name 

of the pool plus a unique numeric identifier. The applied algorithm tries to avoid holes, 

which means that if certain virtual desktops are deleted, their names are reused. If 

Windows system preparation is used, the Windows computer name is identical to the 

virtual desktop name, which helps to identify the virtual desktop within the Windows 

Domain and Virtual Center.
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VDA Service Configuration
Communication between the VDA Service and Virtual Center is handled by the VMware 

Infrastructure SDK Web Service. The URL for accessing the VMware Infrastructure is 

protocol://localhost/sdk. The protocol can either be http or https, 

depending on security requirements. Both access methods need to be configured 

before the VDA Service is started. The configuration steps are described in the VMware 

Infrastructure SDK Programming Guide available at: 
http://www.vmware.com/pdf/ProgrammingGuide201.pdf. 

Once the organization of a virtual desktop population —how many pools are needed 

and what their purpose will be—has been decided, the structure can be implemented 

in Virtual Center with the following steps:

• Create folders for the pools.

• Create and configure the golden images. 

• Define and store the required sysprep configurations.

Once this is done, the structure needs to be reflected in the configuration of the VDA 

Service. All configuration settings for the VDA Service are stored in a single file called 

vda.properties. See “Appendix A: VDA Service Configuration Example 

(vda.properties)” for a sample configuration file. The settings match those in the 

example in Figure 6.

Once the configuration file has been changed, the configuration itself should be verified 

with the command:  
..\sun-vda\bin\vda-service test. After a successful test, the VDA Service 

must be restarted with the Windows service panel.

Conclusion

Sun Ray Server Software and Sun Secure Global Desktop provide secure, low-cost 

remote access to Solaris, Linux, and Windows desktops and applications. The inclusion 

of a Microsoft certified RDP client (Sun Ray Connector for Windows OS) in Sun Ray 

Server Software substantially increases the potential for additional Windows Terminal 

Services deployments.

The Sun Virtual Desktop Access Kit for VMware brings to this remote desktop solution a 

comprehensive desktop brokering technology that manages the virtual desktop life-

cycle, handling both static and dynamic assignment of virtual desktops to users and 

devices. It also promotes resource utilization within the virtual infrastructure.

Virtual Desktop Access Kit's integration of Sun's desktop access tier with VMware's 

Virtual Infrastructure 3 components provides an effective, elegant way to implement 

the type of Desktop from Anywhere increasingly needed by flexible, mobile workforces. 
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Important Links

Sun Desktop Virtualization Blueprint:  
http://www.sun.com/software/sdis/

wp_desktop_virtualization_blueprint.pdf

Sun Ray Software:  
http://www.sun.com/software/sunray/index.jsp

Sun Ray Virtual Display Clients:  
http://www.sun.com/software/

index.jsp?cat=Desktop&tab=3&subcat=Sun%20Ray%20Clients

Secure Global Desktop Software:  
http://www.sun.com/software/products/sgd/

VMware Infrastructure:  
http://www.vmware.com/products/vi/

VDI Server Sizing and Scaling:  
http://www.vmware.com/pdf/vdi_sizing_vi3.pdf

Templates Usage and Best Practices in Virtual Center 2:  
http://www.vmware.com/pdf/

vc_2_templates_usage_best_practices_wp.pdf

Virtual Infrastructure 3 on-line library:  
http://pubs.vmware.com/vi301/wwhelp/wwhimpl/js/html/

wwhelp.htm

Sun x64 Servers:  
http://www.sun.com/x64/index.jsp

Sun StorageTek Storage:  
http://www.sun.com/storagetek/products.jsp

Free Power Management GPO:  
http://www.energystar.gov/

index.cfm?c=power_mgt.pr_pm_ez_gpo
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Glossary

CAM - Controlled Access Mode
A mode of the Sun Ray Server Software that allows to run only specified applications. In the 
context of this solution this is the VDA Client and the Sun Ray Windows Connector that are 
executed to serve Windows sessions to users and devices.

dynamic virtual desktop
A virtual desktop that is temporarily assigned to users or devices.

golden image
A virtual machine template that is used to create new virtual desktops through the cloning 
mechanism offered by VMware VI3 enterprise products.

static virtual desktop
A virtual desktop that is permanently assigned to a user.

VDI - Virtual Desktop Infrastructure
A virtual infrastructure that serves desktop sessions. VMware brought up this term initially and 
uses it for desktop solutions around their Virtual Infrastructure products.

Virtual Desktop Access Kit for VMware
The set of tool that glues Sun’s access tier together with the VMware VI3 enterprise software 
to deliver an end-to-end Desktop Virtualization Solution.

virtual desktop 
A virtual machine containing a desktop instance that is executed and managed within the 
virtual desktop Infrastructure. In the context of the discussed solution this is an instance of 
Windows XP or Windows 2000.

virtual desktop factory 
A sub-component of the VDA Service that automatically creates new instances of virtual 
desktops.

virtual desktop pool
A folder within Virtual Center that contains virtual desktops sharing the same characteristics.
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Appendix A: VDA Service Configuration Example 
(vda.properties)

# ***************************************************************************#

# Properties for the Sun VDA Service for VMware

# ****************************************************************************#

# ****************************************************************************#

# Connection: Information to connect to the VDA Service                       #

# ****************************************************************************#

# Connection.User: User to connect to the service. This should be a dedicated 

# user, with limited priviliges

Connection.User=Administrator

# Connection.Pwd: Pwd to connect to the service. In a real deployment it is 

# recommended to avoid to make these settings world readable. 

Connection.Pwd=XXXXX

# Connection.Pwd: URL of the service

Connection.WebServiceUrl=http://localhost/sdk

# ****************************************************************************#

# Pools: Definition of the pools                                              #

# ****************************************************************************#

# Pool.Count: Defines the number of pools. Defines the number of pools. For each

# pool setting there needs to be a pool number appended.

# <default>: 0

Pool.Count = 2

# Pool.Path: Location of pooled VMs. If not set or invalid, only assigned VMs

# will be considered. As ESX has only one folder for all VM’s, the default is set

# to the ESX folder. Please not, this folder does not exist on VC!

# <default>: "/ha-datacenter/vm"

Pool.Path0 = "/Datacenter/vm/Pool"

# Pool.Template: Location of the template VM

# <default>: If not set, the factory is disabled for the pool

Pool.Template0 = "/Datacenter/vm/Templates/Golden Master"

# Pool.MinSizex: Minimal number of available machines in the pool

# <default>: 5

Pool.MinSize0 = 3

# Pool.Customizationx: Name of the customization spec to use. 

# <default>: 
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Pool.Customization0 = Argus-1

Pool.Path1 = "/Datacenter/vm/Pool-Kiosk"

# Pool.Template: Location of the template VM

# <default>: If not set, the factory is disabled for the pool

Pool.Template1 = "/Datacenter/vm/Templates/Golden Master"

# Pool.MinSizex: Minimal number of available machines in the pool

# <default>: 5

Pool.MinSize1 = 2

# Pool.Customizationx: Name of the customization spec to use. 

# <default>: 

Pool.Customization1 = Argus-1

# ****************************************************************************#

# Folders:   

# ****************************************************************************#

# Folders.Static: Location of user assigned VMs. If not set or invalid, all VMs

# will be taken from dynamic pools.

Folders.Static = "/Datacenter/vm/Pool-Static"

# Folders.Cluster: Location of a cluster. If not set or invalid, there must be at 

# least a single host available. All advanced features will not work if 

# clustering is disabled

Folders.Cluster = "/Datacenter/host/Desktops"

# ****************************************************************************#

# General: (optional)   

# ****************************************************************************#

# General.LogLevel: Log level, output into the logs subdir

# <default>:INFO

General.LogLevel = FINEST

# General.Agent: Port for communication with the vda-client

# <default>:3809

General.Agent = 3809

# ****************************************************************************#

# Startup: Settings to test the sanity of a VM after start (optional)         #

# ****************************************************************************#

# Startup.RDPPort: Port that is used for RDP connection. Before a VM is handed 

# over to the Access Tier is verified that the RDP port is open for comunication.

# <default>: 3389

Startup.RDPPort=3389

# Startup.RDPTimeout: Defines how many iterations should be made to 
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# validate if RDP communication is possible. If none of them is successful, the 

# requester will fail

# <default>: 30

Startup.RDPTimeout=30

# Startup.Timeout: Defines the duration for how long it is tried to get a valid IP

# for a VM

# <default>: 60s

Startup.Timeout = 60

# ****************************************************************************#

# Monitor: Settings to control the behavior of the VM monitor (optional)      #

# ****************************************************************************#

# Monitor.RecyclePollInterval: Interval in which the monitor observes the pool

# and the factory.

# <default>: 5 minutes

Monitor.RecyclePollInterval = 5

# Monitor.IdleTimeout: Time that a suspended VM can rest in production. 

# If the limit is exceeded, the VM will be reverted and moved back into the 

# pool.

# WARNING: If you use VC, make sure that time between VC and ESX servers is in

# sync. Otherwise, the value gets arbitrary.

# <default>: 60 minutes

Monitor.IdleTimeout = 5

# Monitor.FactoryPollInterval: Length between iterations that check if enough

# virtual machines are available in defined pools. If there are not enough VM

# available, the creation of new VMs is initiated.

# <default>: Monitor.RecyclePollInterval
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