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Consolidating Legacy Applications onto Sun x64 Servers

Many organizations are still running applications based on legacy operating systems, and there are several
reasons why these organizations would prefer to continue to use them. Some may have deployed custom
software for which the source code, programmers, or documentation are no longer accessible, making the
effort of upgrading to current operating system versions difficult, costly, or time consuming. Some may
have deployed commercial software, and are reluctant to undertake the effort and expense to license
newer versions of the application and corresponding operating system software. And some may run
commercial software for which there is no updated version.

Regardless of the reasons for staying with an older generation of operating systems, there are numerous
reasons why the same organizations are motivated to upgrade the servers on which their older
applications run:

+ Hardware that was deployed years ago to support the applications is at the end of its useful life, with
service contracts expiring, and the incidence of faults increasing.

+ After years of keeping up with demands to constantly deploy new applications, datacenter space is
scarce, leaving Information Technology (IT) organizations to find ways to deliver the same applications
in the same space, using less power, and with less cooling expense. Older servers are less efficient by
all measures.

« Old applications may need newer peripherals including Storage Area Network (SAN)-based storage
systems, backup devices, and high-speed network interfaces.

« The CPU performance and memory capacity of older servers is severely limited, making it difficult to
increase application throughput to support newer, larger workloads.

Unfortunately, a problem that prevents organizations from upgrading their server infrastructure is the lack
of operating system drivers. In the case of the Microsoft Windows (“Windows”) NT Server operating
system, lack of drivers prevents the software from running on modern hardware, with faster processors,
larger memory capacity, and up-to-date peripherals.

One solution that enables IT organizations to move legacy applications to up-to-date hardware is virtual
machine technology. VMware ESX Server is a virtual machine operating system that supports multiple
operating system instances on the same server. Organizations can use ESX Server to consolidate other
applications, whether they run on Linux, supported versions of Windows, or any combination. Each
operating system instance inhabits its own virtual machine, with virtual peripherals including CPU,
memory, networks, and up to two disks (Figure 1). VMware ESX Server presents an idealized set of
capabilities to each operating system instance, masking the complexities of new CPUs, larger memory
sizes, peripherals, and storage. The software can present a set of virtual hardware consistent with the
needs of Windows NT Server in one virtual machine instance, while presenting virtual hardware
compatible with Windows 2003 in a different virtual machine instance.

The result is that IT organizations can support legacy applications on the latest servers without having to
re-install or re-host the operating system or application software. Sun Fire™ x64 servers with AMD
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Opteron™ processors provide significant computational resources so that IT organizations can
consolidate multiple applications on supported operating systems onto a single server. This can help
conserve datacenter space, power, and cooling, and can help to simplify system administration.

Legacy Windows Linux
Application Application Application
Windows Windows Linux
NT OS 2003 OS (o]
Windows NT VM Windows 2003 VM Linux VM
Virtual
Disks

VMware ESX Server on Sun Fire x64 Server

Figure 1. VMware ESX server presents a set of idealized hardware that is specific to, and compatible
with, the intended host operating system, in this example, Windows NT, Windows 2003, and Linux
operating systems.

A factor making this upgrade path more attractive is the existence of tools that can migrate the contents of
legacy PC servers directly to virtual disks in VMware ESX Server. This straightforward process virtually
eliminates the need to re-install the operating system, patches, configurations, application software, and
data files on a new system, helping to reduce both administrator time and risk of error. VMware’s P2V
(Physical to Virtual) Assistant software creates a disk image of the PC server, and modifies the image so
that it can be booted as a virtual disk in a Windows NT virtual machine.

Scope of this Article

This Sun BluePrints™ article describes how to move an example of one legacy operating system —
Windows NT Server — to VMware ESX Server on a Sun Fire V40z server. The application itself was
chosen for its simplicity — an Apache Web server. The details of the application are of minor interest,
however, because an application running on Windows NT Server typically runs exactly the same way in the
virtual environment as the physical one. Although this article contains specific details for accomplishing the
physical-to-virtual process for Windows NT Server, the process is very similar for other OS versions, and
the excellent documentation from VMware can help fill in any gaps if other OS version are used.

The step-by-step instructions described in this article were tested on a Sun Fire V40z server with four
Single-Core AMD Opteron Processors. As of the date of this article, VMware ESX Server was supported
on both the Sun Fire V40z and V20z servers with Single- and Dual-Core AMD Opteron processors.
VMware ESX Server is also supported on Sun Fire X4100 and X4200 servers with Single- and Dual-Core
AMD Opteron processors, in a boot-from-SAN configuration only. This procedure should work on the
smaller Sun Fire V20z server, and the more current Sun Fire X4100 and X4200 servers, given a USB
floppy drive and the boot-from-SAN capability. This procedure uses an off-the-shelf Sun Fire V40z server
with internal SCSI disk drives. It does not describe how to integrate additional peripherals (such as Gigabit
Ethernet cards or SAN-based storage).

Consolidating Legacy Applications onto Sun x64 Servers — February 2006



3-Consolidating Legacy Applications onto Sun x64 Servers Sun Microsystems, Inc.

How this Article is Organized
This Sun BluePrints article is divided into the following chapters:

» “Consolidation Process Overview” on page 4 provides a brief overview of VMware ESX Server software
and how it maps virtual devices to the physical hardware on a Sun Fire V40z server. It provides a high-
level overview of the physical-to-virtual process that moves the contents of a physical server disk image
into the virtual environment.

» “Before You Begin” on page 8 provides a checklist for the items that you should have on hand to make it
easy to follow the consolidation instructions. It includes a list of IP addresses and networking
considerations to make, references for setting up the Sun Fire V40z server, the VMware software and
documentation to have on hand, and the Microsoft products that you will use.

» “Install VMware ESX Server Software” on page 12 provides step-by-step instructions for a basic
installation of ESX Server on the Sun Fire V40z server. The chapter concludes with initial software
configuration steps.

» “Create Helper Machine for P2V Assistant” on page 23 explains how to set up a virtual machine that will
be used as the helper machine that runs VMware P2V Assistant software in a virtual machine
environment. This software provides the link between imaging software on the physical server and a
virtual disk in the ESX Server environment. Once the helper machine is configured, it can be used
repeatedly to consolidate multiple Windows NT Server systems into the virtual machine environment.

+ “Install Software on the Helper Machine” on page 26 provides step-by-step instructions for installing
software into the helper machine, including installing Microsoft Windows NT Server software, the current
service pack, VMware Tools, a current version of Microsoft Internet Explorer (“Internet Explorer”), and
the VMware P2V Assistant software itself.

» “Consolidate the Physical Server into a Virtual Machine Environment” on page 33 gives the key step-by-
step instructions for consolidating physical servers into the virtual machine environment. This
straightforward set of steps includes cloning, or moving the contents of the physical server’s disk into a
virtual disk, reconfiguring the disk for the virtual environment, attaching it to a new virtual machine, and
making final adjustments to drivers. Once this set of instructions are completed, a single Windows NT
Server system will have been consolidated onto the Sun Fire V40z server.

» “Summary” on page 43 wraps up the article, provides background on the authors and other contributors,
and lists references.
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Chapter 1
Consolidation Process Overview

This chapter introduces VMware ESX server concepts and describes the process of consolidating the
example legacy system — a Windows NT Server OS and application — into a virtual machine
environment.

VMware ESX Server

VMware ESX Server is virtual infrastructure software that can help partition and consolidate multiple
workloads onto a single server. It provides a layer of abstraction between the server hardware, the
operating system, and the application software that runs on it. This allows ESX Server to support a
different class of consolidation requirements than partitioning technologies like Solaris™ Containers. ESX
Server supports applications requiring kernel-level isolation, allowing multiple isolated operating systems
to run on the same server. By virtualizing the hardware, a single system running ESX Server can support a
heterogeneous environment, including multiple instances and different versions of Linux, FreeBSD, Novell
Netware, and Windows operating systems.

VMware ESX Server implements abstractions that allow hardware resources to be allocated to multiple
workloads in fully-isolated environments. VMware ESX Server runs directly on Sun Fire V20z and V40z
servers to provide a secure, uniform platform for deploying, managing, and remotely controlling multiple
OS instances. ESX Server provides an idealized hardware environment and virtualizes underlying physical
resources. By presenting a set of standard x86-architecture hardware resources to guest operating
systems in their own virtual machines, ESX Server supports the consolidation activities described in this
article, as well as the ability to move a virtual machine image from machine to machine without having to
exactly match CPUs, disk drivers, and network interfaces from one server to another.

Each virtual machine consists of idealized CPUs, memory, disk, peripheral, and network interfaces. Each
environment has its own CPU, or multiple CPUs, with virtualization of the 32-bit x86 architecture complete
down to the registers, translation lookaside buffer, and other control structures. Most instructions are
directly executed on the physical AMD Opteron CPUs, allowing compute-intensive workloads to run at
near-native speeds. While each guest operating system has the illusion that it owns up to 3.6 GB of
contiguous memory, ESX Server actually manages memory so that physical memory in a virtual machine
may actually be un-mapped or paged out. All of this takes place without the knowledge of, or interfering
with, the guest operating system. All Disk storage devices are presented to the guest OS as a SCSI drive
connected to a SCSI adapter. This is the only disk storage controller seen by the guest operating system,
virtually eliminating the need to load third-party disk drivers into the OS.

Virtual Disks

Each disk configured in a virtual machine is implemented by a single file on the physical server, the format
of which is the same regardless of what type of device it actually resides on, including SCSI, RAID, and
Fibre Channel devices. ESX Server stores these virtual disks in its own . vndk format, stored on a high-
speed, flat filesystem in VMware’s vnf s2 format.
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Virtual Networks

ESX Server can support up to four virtual network cards within each virtual machine, each of which is
given its own unique Media Access Controller (MAC) address and one or more IP addresses. Each virtual
network card is connected to a virtual switch. A virtual switch can be internal, configured to transmit
packets between virtual machine instances without any physical network connection. A virtual switch can
be external, connecting one or more virtual machines to a physical interface. An off-the-shelf Sun Fire
V40z server has two Ethernet ports for system management, and two Ethernet ports for application use.
ESX Server reserves the first port to support its Management User Interface (MUI), with the second port
available for use by virtual machines.

Virtual Removable Media Drives

Peripheral devices such as CD, DVD, and floppy drives, are supported in ESX Server with a mechanism
that attaches the corresponding physical drives on the server to one virtual machine at a time. Each virtual
machine’s virtual CD drive can be attached to a physical drive, or it can be attached to an ISO image of a
CD, essentially allowing virtual CDs to be created that can be attached to multiple virtual machines.

Resource Management

The resource manager in ESX Server uses a proportional share mechanism to allocate CPU, memory, and
disk resources across multiple virtual machines. Network bandwidth is controlled with network traffic
shaping. Minimum and maximum percentages of a single CPU’s processing power can be specified for
each virtual machine. ESX Server also allows CPU shares and restricting a virtual machine to run on a
specified set of physical CPUs through CPU scheduling affinity. Similarly, administrators can specify
minimum and maximum memory sizes, as well as memory shares, for each virtual machine. In the case of
consolidating multiple Windows NT workloads onto a single Sun Fire x64 server, the increased processing
capacity of today’s AMD Opteron processors is so much greater than Windows NT-era PCs that a
significant number of Windows NT workloads can be consolidated onto a single four-socket server hosting
four Single or four Dual-Core processors.

Virtual to Physical Relationship

Figure 2 illustrates the relationship of a set of example virtual machines to the physical hardware
configured on a Sun Fire V40z server. For the sake of simplicity, not all devices are shown, and not all
relationships are shown for each virtual machine.

The physical environment is represented in the outermost shaded box, and it illustrates a standard set of
peripherals available with a Sun Fire V40z server: five SCSI disk drives, including one configured as the
ESX Server boot disk and four configured with vnf s2 filesystems to hold virtual disks; a floppy and CD
drive; two hardware management ports; Ethernet port 0, which is dedicated to the VMware service
console, and Ethernet port 1, which can be used (and shared) by virtual machines.

The virtual environment is represented by the inner box containing virtual machines hosting Windows NT,
Windows 2003, and Linux operating systems. Each VM has a single virtual disk attached to it, and each
one has a single network interface. The VM running the Windows 2003 OS has a virtual CD drive.
Peripheral devices can be created through the VMware management console, giving administrators the
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flexibility to reproduce physical configurations — four network interfaces, for example — in the virtual
environment. Example relationships between virtual and physical devices are illustrated, from left to right:

» The virtual disk for the VM running the Windows NT OS is physically a file stored in a vnf s2 filesystem
on one of the Sun Fire V40z server's SCSI disks (this is the case with all virtual disks).

+ A virtual CD drive in the VM running the Windows 2003 OS is currently attached to the Sun Fire V40z
server’s CD drive, and it has exclusive use of the drive.

» Network interfaces on the virtual machines running the Windows 2003 and Linux operating systems are
connected to a virtual switch, which allows network traffic to pass onto a physical Ethernet network
using the Sun Fire V40z server’s Ethernet 1 port.

ESX Server Virtual Environment

Legacy Windows Linux
Application Application Application,
Windows Windows Linux
NT OS 2003 OS (O]
Windows NT VM Windows 2003 VM Llnux VM
I
E Virtual Virtual Virtual
_J Disk Network CD Drive
Interface

Vlrtual Switch

AE_CO) W Hardware
Ethernet Ethernet Il Management

ESX Server Physical CD Ports (2)

- q V|rtua| VMware
Boot Disk  \\FS3File and Floppy Drives ;- chines  Console

Systems
Physical V40z Disk Drives (5)

Sun Fire V40z Server Physical Environment

Figure 2. Virtual devices configured in the virtual environment created by VMware ESX Server can
map to physical devices on a Sun Fire V40z server.

The Physical-to-Virtual Process

In order to run multiple Windows applications on the same modern server hardware, the physical
machine’s data must be re-created in a virtual machine environment. At a high level, the physical-to-virtual
(P2V) process is one that creates a disk image from the existing Windows NT server, transfers it to the Sun
Fire server running ESX Server software, and attaches it to a virtual machine as a virtual disk device. The
details are slightly more involved, and are illustrated in Figure 3.

1. You boot the PC server to be consolidated using the VMware P2V Boot CD. The P2V software includes
a standalone environment that can access disk storage on the PC server in order to transfer its
contents to the VMware P2V Assistant running in a virtual machine on the Sun Fire server. The
imaging process transfers actual disk content, not the entire disk block-by-block, making it a relatively
efficient process.
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Source Machine n Helper Machine Target Machine
P2V Boot
cD

Legacy E P2v Legacy n
Application Port7000 | L g | Assistant Application
Windows Windows Windows
NT OS NT OS NT OS

Physical Server Windows NT VM

Physical
Disk

VMware ESX Server

Windows NT VM

Cloned Disk

Figure 3. The physical-to-virtual process makes an image of the source machine’s disk in the virtual
machine environment with the help of the P2V Assistant. The disk image is then attached to a new
virtual machine and it is booted to run the source machine’s software in a virtual machine.

2.

The P2V Assistant runs on Microsoft Windows NT Server in a Microsoft Windows NT virtual machine
called a helper machine. The P2V Assistant performs two key functions: it receives the contents of the
PC servers’ hard disk drive(s) stores them in one or more virtual disks that are temporarily attached to
the helper machine, and it reconfigures the boot disk’s image so that it is able to boot in the virtual
machine environment. This includes installing appropriate boot blocks and a virtual display driver into
the disk image.

The process of creating a disk image is called cloning in the VMware documentation. The list of
hardware officially supported by the P2V disk is fairly limited. Because the current version is based on
a Knoppix Linux distribution, a wider range of hardware devices actually work. For example, the PC
server used to prepare this Sun BluePrints article was configured with a D-Link Ethernet interface, and
P2V worked with no problem. In the event that P2V does not work on a specific PC platform, a disk
image can be created using third-party disk imaging software like Symantec Ghost and then
transferred to the helper machine for use by the P2V Assistant. Instructions for using third-party
imaging tools are included in the VMware documentation and are not detailed in this article.

Once the disk image has been cloned and reconfigured by the P2V Assistant, you shut down the
helper machine, detach the cloned virtual disk from the helper machine and attach it to a new virtual
machine configured with peripherals that correspond to the source PC server. Additional disks can be
imaged and attached to the new virtual machine. Unless a disk contains an operating system, the
reconfiguration step can be skipped.

You boot the target virtual machine, install VMware Tools, a set of components that further optimizes
the replicated system’s operation. You install any necessary drivers, and the consolidated PC server is
ready to resume operation in the virtualized environment.

The steps necessary to install and configure software that allows you to implement this simple procedure
are the topics of the remaining chapters. Although there is a fair amount of setup work, once you have the
basic components installed, the actual consolidation process is straightforward and not particularly time
consuming. The setup and consolidation processes are much easier if you have the right materials on
hand from the before you start, and that is the subject of the next chapter.
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Chapter 2
Before You Begin

The process of installing software and actually performing the consolidation is considerably easier if you
have the right materials on hand. This chapter outlines what you need to have on hand before you get
started installing software.

To evaluate whether the P2V procedure will work with your particular application, refer to “Application
Compeatibility” in the VMware P2V Assistant User's Manual. VMware’s application compatibility information
includes the details on the slight differences in the physical hardware that you may currently be using, and
the virtual hardware provided by ESX Server. For example, network interface types, graphics cards, and
disk controllers may be different, but are supported by the operating environment that this article helps you
to set up.

IP Addresses and Networking Considerations
You'll need to have host names, IP addresses, gateway addresses, name server addresses, and netmasks
for the following uses:

L1 Sun Fire V40z server management console address
This address is used to reach the lights-out management features of the Sun Fire V40z server through
the system’s pair of Ethernet interfaces dedicated to this purpose.

L1 Sun Fire V40z server VMware service console address
This address will be used on Ethernet port 0 on the server, which is dedicated to support the VMware
Management User Interface (MUI).

U Sun Fire V40z server helper machine address
The helper machine used to host the P2V Assistant software needs its own |IP address; this address will
be used through Ethernet port 1 on the server.

U Target virtual machine addresses
This is the address, or set of addresses, for the Windows NT virtual machine that will host the
consolidated application. You can use the same address that the current PC server uses if you plan to
shut it down after the P2V operation. This address will be used on Ethernet port 1 on the server.

1 PC server addresses
This is the address, or addresses, used on the PC server before the consolidation process.

L1 P2V address
When you boot the PC server using the P2V Boot CD, you will need to give the system an IP address.
You can use the same address that the PC server currently uses, however if you do so you must
remember to power down the PC server before you bring up the consolidated application in its new
virtual machine environment. Otherwise, you will have an address conflict on your network and your
application may appear not to work.
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If you are going through this process for the first time in a lab environment, there is no problem having all
three interfaces on the Sun Fire V40z server, and the PC server, on the same physical network. This
configuration was used during the development of these procedures.

In production use, you may wish to have as many as three physical networks to separate management
network traffic from traffic bound for applications hosted on the server:

» Management network. Use this network for server management traffic to the server's management port.
Note that the console firmware uses encryption to secure traffic between the server and management
systems.

* VMware management network. You may wish to have a separate network for accessing the VMware
MUI to administer the ESX Server software and access virtual machine consoles. By default, the
VMware MUI uses Secure Socket Layer (SSL) encryption for its Web-based interface. Given the fact that
console users can modify VM configurations or even shut them down, it's best to keep this traffic on a
secured network.

» Public network. This network connects to Ethernet port 1 on the Sun Fire V40z server, and is used for
traffic to and from applications hosted in the virtual machine environment.

Sun Fire V40z Server
You'll need a Sun Fire V40z server with the following options:

L] At least one internal SCSI disk for loading the VMware ESX Server software. Given that you will likely
consolidate multiple PC server applications onto the system, having at least one additional disk
dedicated to storing virtual disk images is a good idea. You will format these disks as vnf s2 filesystems.

[l Internal CD and floppy drive for installing VMware and Microsoft Windows software.

In addition to the server, for the VMware software install, you’ll need a USB or PS/2 keyboard and mouse,
and a VGA display connected to the server. Once the VMware software is installed, you will do all other
software installation through the VMware MUI.

Have the Sun Fire V20z and Sun Fire V40z Server Documentation and Support Files CD 705-0971 that
came with your server handy, or download the following documents from htt p: / / docs. sun. com

L Sun Fire V20z and Sun Fire V40z Servers Installation Guide, 817-5246
This document guides you through the process of rack mounting, connecting, and configuring the
Service processor on your server.

L1 Sun Fire V20z and Sun Fire V40z Servers Release Notes, 817-5252
Always check the most recent server release notes for any issues that might affect how you install and
use your server.

This article does not repeat the physical server installation and setup instructions contained in these
documents, and it assumes that you have completed these tasks.
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VMware Software
You will need three software components from VMware:

[l VMware ESX Server 2.5 Boot CD
You will need to obtain physical media, or download the ISO image from ht t p: / / www. viwar e. com
and burn a boot CD. This article used ESX Server Version 2.5.2 dated September 29 2005.

[ VMware P2V Boot CD
This is the CD that you will boot on the PC server in order to create a disk image for the P2V Assistant to
use. Obtain physical media, or download the ISO image and burn a CD. This article used Version 2.1
dated October 20 2005. Always be sure to use the same version of P2V and the P2V Assistant software.

U VMware P2V Assistant
You can create an ISO 9660 CD with the P2V Assistant software (and the Microsoft components
detailed below), or you may place the software on an FTP server on your network. You will need to install
this software in the Windows NT environment that you will create on the helper machine. This article
used Version 2.1 dated October 20 2005. Always be sure to use the same version of P2V and the P2V
Assistant software.

VMware Documentation

VMware’s software documentation is excellent, and to some extent this article gives a cookbook synopsis
of the consolidation process that you can learn in detail by reading the appropriate VMware documents.
Several documents that were particularly helpful, and which are available from the VMware Web site,
include:

[1 ESX Server 2 Installation Guide

[l ESX Server 2 Best Practices White Paper
This document outlines some best practices for using VMware ESX Server.

[1 ESX Server 2 Administration Guide
This document is a good reference once you’ve installed ESX Server.

[l VMware P2V Assistant User’s Manual
This document provides details on the P2V process, and includes instructions for different Microsoft
Windows operating systems.

[l VMware ESX Server Virtual Infrastructure Node Evaluator’s Guide
This guide, designed for those evaluating VMware software, gives a good synopsis of the benefits of the
VMware software, some innovative ways to use it, and provides some step-by-step installation
instructions. This article describes using the VMware console to manage virtual machines rather than
VMware VirtualCenter, as described in the evaluator’s guide.

L1 Installing VMware Tools in the Guest Operating System
http://ww. viwar e. com support/ esx25/ doc/ adm n/
esx25adni n_t ool s_vns. ht m #999604
This knowledge base article helped debug a problem installing VMware Tools in the Microsoft Windows
NT environment.
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Microsoft Windows Software
You will need the following Microsoft Windows software to install Windows NT in a helper machine:

L1 Microsoft Windows NT boot floppy disks and installation CD
Note that you will need to have an available license key to install another instance of Windows in the
helper machine.

Ll Windows NT Service Pack 6a
This service pack is required by the P2V Assistant software, and is available from the Microsoft Web
site, ht t p: / / waww. ni cr osof t . con’ downl oads. Download the high-encryption option that will be
used by Internet Explorer.

L Microsoft Internet Explorer 6 Setup for Windows NT
The P2V Assistant software needs to have an up-to-date Web browser installed. The Microsoft Internet
Explorer (“Internet Explorer”) version included with Windows NT is sufficiently out-of-date that it's best to
download this small program separately and load it from a CD or an FTP server. This setup program
proceeds to download new Internet Explorer components from Microsoft's Web site.

VMware P2V Assistant can be used to consolidate Windows operating systems including Windows NT
Server, Windows 2000, Windows XP, and Windows 2003. If you are consolidating a PC server running
Windows NT Server, the P2V Assistant must run in a helper machine running the same OS. For using the
P2V Assistant with other Windows operating systems, refer to “VMware P2V Assistant Helper Machine
Requirements” in the VMware P2V Assistant User’'s Manual.

VMware Service Console Requirements

The VMware management user interface is accessed through a Web browser interface. Operating system
and browser requirements are outlined in “Remote Management Workstation Requirements” in the ESX
Server 2 Installation Guide. The configuration described in this article was performed on a Sun Java™
Workstation W1100z running the Microsoft Windows XP Professional operating system.
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Chapter 3
Install VMware ESX Server Software

This chapter describes the steps to install ESX Server on the Sun Fire V40z server to the point where
virtual machines can be configured through the Web-based MUI. This set of steps assumes that you have
two disks. The first disk contains the ESX Server software and a vnf s2 partition for storing virtual disks.
The second disk contains nothing but a vnf s2 partition. This allows virtual disks to be spread across two
spindles. If you have additional disk drives in your server, create additional vnf s2 partitions for virtual disk
images. Executing the steps described in this section should take you no more than a few hours, and it's
useful to have on hand the VMware ESX Server 2 Installation Guide as described in “VMware
Documentation” on page 10.

Initial ESX Server Installation

1. Make sure that both Ethernet ports 0 and 1 are connected to a network and show positive link status so
that the install process recognizes the physical network hardware on the server. If you plan to use a
SAN to store virtual disk images, unplug the Fibre Channel connection so that the install process uses
only the internal SCSI drives for the software installation.

2. Power on the Sun Fire server and insert the
VMware ESX Server 2.5 boot CD. On the
console, you should see the standard power-on
self test followed by a screen of install options. le api
At the boot : prompt, press the Return key to * Type to use the text installation interface
begin a standard installation. i b e are ESX Server driver dis)

: to L from a AN device
you are using, but [rom

to prepare this machine to from a SAN
pstallation interface
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3. The GUIl installer loads, and you are presented
with a Welcome screen. Press the Next button
to continue.

4. On the Installation Type screen, choose a
Default install, and press the Next button to
continue.

5. Accept the terms in the license agreement, and

press Next to continue. L I
B | e v e meenen il
License Agreement — N | |
! [ET0 USER LICETE AGREENENT

Please read through fise end user g AREG) il
m:wnlMI (o4 AAARER VETTUAL SMEATA SOFTARE PROCUCTS i ]
ekt (i it s [VIMWARE, INC. LICENSES THIS ESH SERVER SOFTWARE PRODUCT T YOU |
SRR [EUBECT TO !
e — THE TERMS CONTAINED I THS M0 USER LICENSE AGREENENT [ELLAY )
proceed with this lnstallstisn, [TERMS OF THIS EULA CAREFLILLY. BY INSTALLING, COPYING 08 OTHERWISE | (1

LIZNG

[THE SOFTWARE (AS DEFINED BELOW), ViOU AGREE TO BE S0UND BY THE
[TERMS OF

[THIS EULA IF YIOU DO NOT AGREE TO THE TEAMS OF THIE EULA, DD NOT |

INSTALL,
|CoPY O USE THE SOFTWARE, AND YiOU MAY RETURN THE UNUSED
|SOFTWARE TO THE

b :EEGMUEHTm WHICH YOU ACGURED [T WITHIN THIRTY (30 DAYS AND
[FEFUMD OF THE LICENSE FEE, IF ANY, ALREADY FAD LIPORN SHOWMNG
[FROCE OF
1P MENT
JNOTICE TO CUSTOMER
It wou o nol agree he Fe lerma of i EULA, o nol dovwniond, install, sctvade, of
Juse fin

ioftware This EULA I5 & contract baween you (2 a0 Indiyidusl o n entily) and
iihowaae. inc. i

S
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6. When the VMware ESX Server Serial Numbers
screen appears, enter your license key (or a
trial key) in the VMware ESX Server field.
Microsoft Windows NT Server only supports
one CPU in a virtual machine, so if you plan to
run only Windows NT Server virtual machines,
leave the VMware Virtual SMP for ESX Server
fields blank. Otherwise, enter your Virtual SMP
key so that you can allocate more than one
virtual CPU to other virtual machines that you
may create. Press Next to continue.

7. The Device Allocation screen allows you to
specify how physical devices are to be used by
the ESX server software, including reserved
memory for virtual machine configurations,
network interfaces, and SCSI controllers. You'll
only set the Reserved Memory value on this
screen and accept the default for others.

a. Using the Reserved Memory pop-up menu,
select the number of virtual machines to
support. This number should reflect the
maximum number of virtual machines that
you plan to create, in this case more than 32
is chosen. The maximum amount of
reserved memory is 800 MB. Write down
the memory requirement that the pop-up
menu displays, as you’ll need it later on in

the install process.

b. Observe the first device specification, which
allocates the first Broadcomm Ethernet
Controller to the Service Console. You

cannot change this setting.

c. Observe the second device specification,
which allocates the built-in SCSI Storage
Controller Group to Virtual Machines, as
indicated by the pop-up menu. Make sure
that Share with Service Console is checked.

d. Observe the third device specification, which
allocates the second Ethernet controller to
Virtual Machines, as indicated by the default

setting in the pop-up menu.

e. Make sure that the settings are as indicated,

and press Next to continue.

Cinlive Haip

Serial Numbers

Please exmter the ESH Server serinl
enmnlers i the VMware ESX
Server ectry flelds.

1E yrex biurve m license for Vidware
WVirtun] SMP for ESX nrer
st derial numbes n the VMware

machines with more than ane
virtunl processor, Entering the
serinl eamber instals

Virtual SMP i

Chaese Next if o want 12
procesd with this installation.

T Help |

Whiware ESK Ganal Nusbars
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.th Whwam ESY Sanal Mumbary

Vikhware ESN Garver | |
Witware Virusl SMP far EEX Serewr

ViMware! ESX Server™

Drite Help

Device Allocation

Configure the serdce console. This
Inchides reserved memary, SC81
storage controker and Ethemet
contralers

Raserved Memary

The defauk amout of memary
resecved lor the service conssle,

Chiange this
16 virual

virual machines ar 512 M8 tar
mare than 32 virmal mackmes.
Choosz S00MB for the meximum
mumiver of vitual machaves.

SC51 Swrage Contraller

Alfocate sinrage adapters to be
uged by the pervice console and
virtuzl machines on the server. Be
sure that both the service consale
s thn rienind marhines e

[T uide Heip

=

Divice Alacson

2

Fmvarwed Memary (155350 M Availasie) ¢ 5

Emeirial Controller Broadéom CarporationfBCN
Dedicated To 5
Dtiver

PC1 Bus Dwvice Funchion (=41

SCSI Slnrage Contrater Group: meticelo

Dedic aled Ta Virtual Machings s

Civer mpiseiln

1020 (Z4) [¥ Sharmd win Service Console

MFT Fusign

Ethemst Controfler. Broadcam CorporssonyBCMSTOI 1000BaseTH

Cedicated To Yitual Machings :]
Do bemSTO00.0
PCI Bus Device Funtton 30

d Back [ nes |

Consolidating Legacy Applications onto Sun x64 Servers — February 2006



15-Install VMware ESX Server Software Sun Microsystems, Inc.

8. In the Disk Partitioning Setup screen, choose VMware! ESX Server”
Manual Partitioning and press Next to continue.
You'll need to create disk partitions manually Choosing Your L |
due to some issues specific to the VMware Partitioning At T

. Strategy P
ESX Server 2.5.2 install process. The Dk Pl coeen it -

twn choices:
= Manial - this aption
muemely crestes esch
partition. Be sure to delete

fny exlsting postitons

DNl Hetp ~ | Disk Partlioning Setap

Hiw ol you [fiE 10 16t up your disk padsinns

* Awlomaatlc - abaws the =
installertn estimate mnd
ereste pantitisns on your
disk. You con edit tvese
automatic selections afer
ey are crented

Autormpte Parttioning

1£ you choose putomabic, specy
fhe nutematic pacfioning optcnr.

* Remove all partitions -
remaves o partions on the

?"‘ﬂe Help «| Back s N I

9. The Defining Disk Partitions screen shows two ViMware:

R -
Drding Help ek Satup

maps that indicate how partitions are allocated =
on the two 73 GB disk drives that are Defining Disk
configured on the server. Below the set of il e 1

Define the
Drive hiewiselh { Geom: BI2425583) (Model: SEAGATE STITI307LC 0007FHIT

function buttons labeled New, Edit, Delete, and i SR v Sy The

partitianing screen lists only the {Toce m
. . . . . drive and the amount of svedahie .
Reset |S a table |nd|cat|ng hOW the d|Sk Ipace Vﬁ;tumaulmn!;ﬂ;

e " 'I_mnnu create partitions, the
partitions are configured. The screen shot e s
illustrates a defined set of disk partitions. ey

Egl‘.g:ﬂn amumbser of !Bp:d

AZ55/67) (Wodel: SEAGATE STI73307LC ODO7TIHET

Nate: i you de net know hew to

partition your spsterm plesse read
the ssotian on partifisning in the i
Viwaye EZX Server Instaliation i LR T

31 Estended
10001 &3 Fumimages  Wes

Guide fiuututad 2000 e43  Amp et

FdoviedaT 2000 =3 VBRI Ve

The grophical representaten of fdewisdad 1 1796 el Mome et

your hand drive{s) allews pau tn foeviadas 2 3 102 wmilzare ves

see by much space has been fevidall 2354 8324 51231 wmis2 ven
dedieated to the vasieus partmon ik

< HEp = 1AM N2 st 1

|
a. Click on New and familiarize yourself with Pt
the menu that is illustrated to the right. The Eilesytien Type
Mount Point field will allow you to type in a Allawable Drives, T
mount point depending on the selection for S, SEAGATE STOTa007L.C
the Filesystem Type pop-up menu directly T 0
below. You should see two Allowable Drives AN [s0 B

in the list box. This first set of instructions e

are for configuring device sda. Be sure that

this selection is highlighted before hitting the

OK button for this step in the instructions.

The Size field allows you to specify a P R L X |
y peciry

partition size in megabytes, and Additional ittt

Size Options allow you to create partitions

that are Fixed Size, or which expand to fill up

to a maximum size. Some partitions need to

be primary partitions, and the Force to be a

@ Fixed size

 Fill all space up 1o (MB): i E

" Fill to maimum allowable size

QK Cancel
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primary partition check box will need to be checked. You don’t need to check the Check for bad
blocks check box.

b. Create new filesystem partitions on device sda by repeatedly pressing the New button and filling out
the menu according to Table 1. Work from top to bottom of the table, first selecting the File System
Type pop-up and then filling in additional fields from left to right. Select OK to add each partition to
the table in the Defining Disk Partitions screen.

Table 1. Recommended partitioning for disk sda.

File . . Force to be

System I\Pnc?ilrjn?t S:Jic‘)’\év:ble Size Sdﬂgfgal Size a Primary

Type P Partition

ext3 / boot sda 50 MB Fixed Size Yes

swap g%%té?gdi)s sda See 9c Fixed Size Yes

ext3 / sda 1800 Fixed Size Yes

vmkcore gi)sr;tki)?gdi)s sda 100 Fixed Size No

ext3 /vm nages sda 10000 Fixed Size No

ext3 / home sda 1800 Fixed Size No

ext3 [ var sda 2000 Fixed Size No

ext3 /tnp sda 2000 Fixed Size No
(Option is ; ;

vmfs2 disabled) sda (leave blank) Fill to Maximum No

c. For the swap size, input a number of megabytes that is at least twice the amount of Reserved
Memory you selected in step 7a.

d. Note that these partition sizes are recommendations from the VMware documentation. The
/ vm nmages partition can be used for large files including ISO images that can be attached to virtual
CD drives, however you'll want to put virtual disks in one of the high-performance vnf s2 partitions.

e. Once you've created the filesystems according to Table 1, create one large vnf s2 partition on the
second SCSI device, sdb, according to Table 2. The size value is chosen to be larger than the
formatted capacity of the disk so that Fill to Maximum allocates the entire disk to the partition.
Format any additional drives similarly.

Table 2. Recommended partitioning for disk sadb.

File L . Force to be
Mount Allowable .. Additional Size .

System : p Size : a Primary

Type Point Drives Options Partition
(option is . .

vmfs2 disabled) sdb 73000 Fill to Maximum Yes
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f. Double check to see that the partition table
looks as shown at right, and press Next.

10. The Network Configuration screen allows you
to give an IP address for the VMware service
console, which supports the management user
interface. Choose Static IP addressing and fill in
the address fields. Use a fully-qualified domain
name for the host name. Select Next to
continue.

11. The Time Zone Selection screen appears;
select your time zone and press Next.

Device

Start] End| Size (MB)|Type

Sun Microsystems, Inc.

Mount Point | Format

1 B 47 et Moot Yes
fdevisdaZ 7 235 1796 extd ! Yes
fdevisdad 236 366 1028 swap Yes
fdevisdad 367 G924 67131 Extended

fdewisdaS 367 1641 10001 ext3 fumimages  Yes
fdevisdab 1642 1696 2000 extd Amp Yes
Jdevisda¥ 1697 2151 2000 extd fvar Yes
fdevisdaB 2152 2380 1796 extd fhome Yes
fdevfsdad 2381 2393 102 vmkcore Yes
fdewsdalld 2394 8924 51231 vmfsZ YVes
Bt /devisdb
L idrutsdn 1 A974 N7 vmfa? (T

VMware® ESX S

i b
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12. Select a password for the privileged r oot user
in the Account Configuration screen, and select
Add to create at least one user account. The
screen shot illustrates the Add User dialog.
Press Next.

13. When the About to Install screen appears,
select Next to begin the installation.

14. The installer will format the disk and install
software packages.

15. The Congratulations screen will appear; select
Next to reboot the system. Remove the install
CD from the server’s optical drive. The next set
of steps configure the installation through the
Web-based MUI.

Sun Microsystems, Inc.

Account
Configuration

Mote: Serting us & roat seceunt
and pessarord is ane of fhe most
Smportant steps daing your
Yourrost prcoust
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Use the rost sccount awly for
admimitration. Crezte A non-rect
account e yrour general use and
s - to gain rogt access when
necE ATy,

Enter s password Lo the roat

| a8 bty Linar
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Initial Configuration
Now that ESX Server is installed on the Sun Fire V40z server, you can connect to the MUI through a Web
browser and perform initial configuration tasks. This set of steps, and the corresponding screen shots,
were accomplished using Internet Explorer on a Sun Java Workstation W1100z running Windows XP.

1.

Direct your Internet Explorer Web browser to the
service console address you set up in Step 10 in
the previous section. For example, the address

assigned in the previous section would generate the

URL: htt p: //v40et h. | oneagl e. com

The ESX Server installation process generated a
self-signed SSL certificate in order to secure
communication between the server and the Web
browser that displays the management user
interface. You will be presented with a certificate to
approve; when asked: Do you want to proceed?,
click on Yes.

Your Web browser will be re-directed to the SSL
port 443, and you will be presented with a login

screen. Log in as r oot using the password you set

during installation.

The ESX Server management user interface
appears once you have logged in. This is the
mechanism through which you will configure the
server, create, and monitor virtual machines. The
interface consists of three main tabs, the Status
Monitor, Memory, and Options. Most configuration
options are available through the Options tab.
Note the two warnings at the top of the browser
window. The next several steps will eliminate
these warnings by creating and activating a swap
file, and by creating a virtual switch.

Now click on the Options tab.

Sun Microsystems, Inc.

-2 v40eth. loneagle.com: VMware Management Interface - Microsoft Internet Expl... EJ@E‘
W

Fle Edt Wew Favorites Tools  Help 5

address | &] https:/[vateth. loneagls.comfvmware/en| Links

v B

¥Mware Management Interface

Username: root

Password: [sesses|

Log In

&] Active S @ meemet

3 v40eth.loneagle.com: ViMware Management Interface - Microsoft Internet Explorer EI@‘E'
File Edt Wew Favortes Tools Help I

v BEJGo Llinks ®

Address | @&] https:/ fvaDeth.loneagle. comjymwarejen

@ ¥Mware ESX Server 2.5.2 build-16390 | ro

Status Monitor ge Files... | Help | Log Out

Last updated Tue Jan 3 17:57:32 FST 2006
A Warning: No swap space is configured or none is active. Reconfigure ..
A Warning: No virtual sthernet switches found. Reconfigure ..

System Summary

Processor Cores (4) Memory (15.5 G)
virtual Machines 0%

System Services 0%

Virtual Machines 0
6976 Ml
697.6 M1

System Services

System Total System Total

virtual Machines (0)

Download YMware Remote Console: Windows
Linux

| Linux | add virtual Machine

&) active S @ Internet
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5- Take a mInUte to peruse the Settlngs a2 v40eth. loneagle.com: VMware Management Interface - Microsoft Internet Explorer J
available through the Options tab. e R v

Address | ] hetps:fjva0eth.loneagle.comfvmware/en; Beo ks

You'll create a swap file in the vnf s2
partition on the sda disk, but first you  [Fiiil sl Rl e

. . ¥Mware ESX Server Options =

need to label the disks. Click on the
Startup Profile... Storage Management.

storage Management SeleCtlon. Determine how your YMwars ES¥ Server system, its virtual MansaE SRESEached storage devices, Create and
rnachines and its Service Console will be configured at modify YMFS volumes suitable for storing virtual disk files,
startup.

L) swap Configuration...
EP Network Connections... : :
Create, modify and activate swap files that allow your

Tune the performance festures of the nstwork adapters virtual machines to use more memary than is physically
dedicated to your virtual machines, available.

4 users and Groups... & Advanced Settings... | Service Console Settings...
wiew and modify the list of local users and aroups that have view and modify parameters that fine tune the operation of
access to your UMware ESX Server system. your UMware ESX Server system and its virtual machines.
&8 Security Settings... & System Logs... | Availability Report...

Ensble and disable SSH, Telnst, FTP, NFS and SSL-encrypted  WView system alerts, warnings and other messages for the
monitor and control aceess to your system. whkernel and the Service Console.

@ SNMP Configuration... &l Scripted Installation...

Enable, dissble and configure the agents that allaw you to Setup this ESX machine to serve as a network installer for
monitor your YMware ESK Server system and its wirtual autornated ESX installations.

machines via SHMP,
& virtual Machine Startup and Shutdown...
Licensing and Serial Numbers... P

i s e WA B e e

&) active S @ Internet

6. The Storage Management display shows all of the
disk partitions that you created during the initial

install. For each of the vnf s2 partitions, one on the
(c) Storage Management: Disk and LUN Canfiguration

dlsk S da and one on the dlsk S d b CIiCk on the o3 Create and modify WMFS volumes suitable for storing virtual disk files.

b b
A H H Disk vmhba0:0:0: (0% of 68.36 G Available)
Edit... selection for each, and give a name for each
. . . 1. Linux native ¥Yolume Remove... | Format as WMFS-2..,

volume. The names given in this example, and Capacity a7mom

illustrated in the screen shot, are vnf s- sda and 2 Linux native Volume Remuve... | Format s VIFS-2..
Capacity 175G

vnf s- sdb. Select Close to close the window. 3 Linus swap volume Remave., | Format as UVFS-2,.
Capacity 100G
4. Extended Partition Remove...
5. Logical Linux native ¥Yolume Remove... | Format as VMFS-2..,
Capacity 977 G
6. Logical Linux native ¥Yolume Remove... | Format as VMFS-2..,
Capacity 195G
7. Logical Linux native ¥Yolume Remove... | Format as VMFS-2..,
Capacity 195G
8. Logical Linux native ¥Yolume Remove... | Format as VMFS-2..,
Capacity 175G
9. Logical ¥Mware Core Dump Remove...
Capacity i01.00mM
10. vmfs-sda {Logical ¥MFS-2.11 Yolume)
Capacity 50.03 G
Maximum File Size 456,00 G
Access Mode Public
Disk vmhba0:1:0: (0% of 68.36 G Available)
1. vmfs-sdb (YMFS-2.11 Yolume)
Capacity 68.36 G
Maximum File Size 456,00 G
Access Mode Public

& 2 @ Internet
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7. Go back to the MUI window and Click on Status
Monitor tab so that the swap space and network
switch warnings are visible. Click on Reconfigure...
next to the swap space warning. A window will appear
showing the server’s swap configuration. Click on
Create... to create a new swap file. Choose the vnf s-
sda volume, accept the other defaults, and click
Activate to activate the swap file without having to
reboot. Click OK

8. Back in the MUI, click on Reconfigure... next to the No
virtual ethernet switches found warning. A page will
appear that explains virtual switching. Click on the
bottom of the page where it says: To create a virtual
ethernet switch, click here. Create a switch by filling in
the Network Label field with Ext er nal Swi t ch, and
check the Outbound Adapter 0 check box to connect
the virtual switch to Ethernet port 1 of the Sun Fire
V40z server. Click Create Switch. Once the switch is
created, click Close on the Network Connections
window. Note that the MUI now shows no warnings
when the Status Monitor tab is selected. You can add
more virtual switches at any time. You can create
internal switches not bound to any adapter, allowing
virtual machines to communicate without using
external networks. You can also bind switches to the
server’s external port or ports, if additional interfaces
are installed.

Sun Microsystems, Inc.

a https://v40eth.loneagle.com - v40eth. loneagle.com: Swap Configuration ... E|@\g|

) ¥Mware ESX Server 2.5.2 build-16390 | ri
Swap Configuration
& swap file allows wirtual machines to use more memory than is physically
available.
Edit Swap File Configuration

Configured Swap File

WMFS Yalume

Q‘\:r\isda {vmhba0:0:0:10): 50.0 G Availsble w|
SwapFile vswp ¥

15835 |M
Active at system startup v

File Name
File Size (16 G recommended)

Activation Policy

ol

S @ Internet

@ ¥Mware ESX Server 2.5.2 build-16390 |

Phsi(al Adaters

Network Connections: Create Virtual Switch.
Configure your new virtual sthernet switch and its adapters.

Yirtual Switches

New Configuration
Properties
Metwork Label

ExternalSwitch

Bind Network Adapters

< [v] outbound Adapter 0

Other Network Adapters

100 Mbps, full duplex

Mone Availabls

&) S Internet
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9. YOU’" need to Set ESX Server SeCUflty Settlngs to LOW 3 https:/iv40eth. loneagle.com - v40eth. loneagle.com: Security Settings - ... \ZHE”X\
so that you can transfer files to and from the server for |EREE SR TS e TN N
the P2V process. Click on the Options tab, and click on Bl 2 Ton your vmars ESx Server s acosssed.

Security Settings... on that page. Select the Low Curvent Security Setings
security radio button, and click OK. You will be warned | """ fn';Tn':tgai:;“:%::;2:;3"5;::;:@anagelmIgtema:f_a‘ ra
. . . Remote Console sessions. Disable FTP, Telnet and NFS file sharin
that your security settings have changed, and you will ’
need to |Og in to the interface again_ Enable secure remote login (S5H) services.
) Medium Do not allow unencrypted YMware Management Interface and

Remote Console sessions,

Enable FTP, Telnet, MFS file sharing and secure remote login
(S5H) services.

When you log in again, you may note that the
management session is no longer encrypted. Once Alow inencryote itware Hanagament Iterisceand Remote
) . . Consale sessions. Enable FTP, Telnet, NFS file sharing and secure
you’ve completed the consolidation process, be sure remate lagin (SSH) services. ?
to Change the Security level depending on your IT O Custom... Exercise full control over your security settings.

organization’s policies.

&) S @ meemet

1 0 The VMWa re RemOte ConSOIG a”OWS 3 v40eth. loneagle.com: VMware Management Interface - Microsoft Internet Explorer
you to manage virtual machines and | o it e Favodes I tep
) Achess | ] hips: fv40eth.laneagle. comfvmwareen
access their console. It can be ) ¥hiware ES Server 2.5.2 build-16390 |
downloaded as a Windows . exe file, | sttsMeniter !

. . Last updated Tue Jan 3 18 154 PST 2006
or if you are managing ESX Server .

System Summary § Minute Average
using a Linux workstation, you can R i s
. . Wirtual Machines 0% Virtual Machines o
download a Linux r pmort ar file. System Services 1%l System Services o756 M1
Systern Total 1% Systern Total 697.6 M1

Click on the Download VMware
Remote Console choice for your
platform (Windows, in this example),
and accept the security warnings to
allow the software to be downloaded

Yirtual Machines {0)

No virtual machines are registered with this system. Click Add Yirtual Machine to create one.

3 Pinus (e | Linux (tariaz) Add Virtual Machine |

Download YMware Remote Consl

of VMware, Inc
from the.ESX server and run on your e 5 e
workstation.
11. You will be presented with an installer Wizard window. % VhMware Remate Console 5]

Welcome to the InstallShield Wizard for
YMware Remote Console

Proceed through the default installation steps, including
accepting the license agreement, allowing the default
installation location, and clicking on Install to begin the
installation. After you select Finish to complete the
installation, you'll notice the VMware Remote Console icon
on your desktop.

The InstaliShisld(R) wizard wil install ViMware Remots Consols
on your computer, To continue, click Next.

WARNING: This program is protected by copyright law and
international treaties.

This completes the ESX Server installation and initial
configuration.
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Chapter 4
Create Helper Machine for P2V Assistant

VMware P2V Assistant software receives the disk image over the network from the physical server to be
consolidated, and it creates a clone of its disk in a virtual disk image on ESX Server. If you are
consolidating a Windows NT Server application onto the Sun Fire V40z server, the helper machine must
run the Windows NT Server OS as well. (Helper machine requirements for other Windows operating
systems are detailed in the VMware P2V Assistant User’s Manual).The helper machine can be used to
consolidate as many Windows NT Server applications as you wish.

1 - CIiCk the Add Virtual MaChine bUtton in the a v40eth.loneagle.com: VMware Management Interface - Microsoft Internet Explorer ‘ZHElE‘
management user interface File Edt Wew Favortes Tools Help -

Qe - ) |ﬂ @ _7;} /._U Search \;":(Favuntes 8 2 :7 3
fwdDet ejen] e s ™

Status Monitor |10 s | el

Last updated Wed Jan 4 11:20:24 PST 2006 al
System Summary 5 Minute Average
Processor Cores (4) Memory (15.5 G)

virtual Machines 0% virtual Machines [

System Services 0% System Services 697.6 M 1

System Total 0% System Total 697.6 M

virtual Machines (0)

No virtual machines are registered with this system. Click Add Yirtual Machine to create
one.

Download YMware Remote Console: Windows (exe) | Linux {rpm) | Lin add virtual Machine
(tar.gz) = v

&) active 0 Internet
2- In the Add Vlrtual MaChIne dlalog that 3 hitp:/iv40eth.loneagle.com - v40eth. loneagle.com: Add Virtual Machine -|Z”E‘El
appears, select Microsoft Windows NT as the . ihimare ES¥ Boren,2:5:2,bulldal 6390.L calecon
Guest Operating System, and give it a = [ b
display name that you will remember. This e e LB

Standard Options

example uses the name

Guest Operating System L Microsoft windows NTD v

NTHel per Machi ne. Accept the default Bisplay fame vperiacnnd \

|Ocati0n, and CIiCk Next tO Continue. Location | froot/vmmare/winh T winNT vmx ]
&] Done B Internet

3- The neXt dlalog a”OWS you to allocate memory to -2 http:fivd0eth. loneagle.com - v40eth. loneagle.com: Add Virtual Machine

the helper machine. Because the helper machine (B ¥Mmare E5X Server 2.5.2 build-16390 | r
only runs when you are performing a consolidation, o Gt i
there’s no reason to limit the amount of memory. AT
This example sets the memory to 512 MB. Leave o s e o e i e o
the Citrix Terminal Services check box unchecked. Memary
. . Suggested: 256 M Guest Min: 64 M Runnable Max: 3600 M (1P, 3600 M (2P}
Click Next to continue. emory (n il o) 0
Workloads
Citrix Terminal Services O
| « Back | Next » | ‘ Cancel ‘
&] Dane ® Intemet
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4. The next dialog asks whether to create a new virtual
disk or use an existing disk. Since you’ll be installing
the Windows NT Server OS on the helper machine,
click on Blank to create a new virtual disk.

A http://v40eth.loneagle.com - v40eth. loneagle.com: NTHelperMachine | C... |Z”E‘E|

@ ¥Mware ESX Server 2.5.2 build-16390 | ro

Yirtual Disk
[ Add a hard disk to your virtual machine.

Which type of virtual disk would you like to add?
Create a new virtual disk,
Existing Attach an existing virtual disk to your virtual machine,

Systern LUN/Disk Give your virtual machine direct access to a SAN LUN,

&) B Internet

5. The Virtual Disk dialog allows you to edit the virtual
disk configuration. Choose the vnf s- sdb volume to
put this virtual disk on the second drive in your Sun
Fire V40z server. Choose an image file name such
as NTHel per Machi ne. vindk as used in this
example. You won’t need a large disk, so reduce the
size to 2000 MB. Leave the Disk Mode radio button
set at Persistent. Select Next to continue.

A hitp:/fv40eth.loneagle.com - v40eth. loneagle.com: NTHelperMachine | C... |ZHE\E|

@ ¥Mware ESX Server 2.5.2 build-16390

Yirtual Disk
[ Add 2 hard disk to your virtual machine.

Edit Yirtual Disk Configuration

Disk Image

Irnage File Location | vmfs-sdb (vrnhba0:1:0:1): 50.6 G free™, v |

Image File Name

NTHelperMachine .vrd

Capacity

Yirtual Device

Wirtual SCSI Node 0:0 v

Disk Mode

Changes are immediately and permanently

@ Persistent
written to the virtual disk.

Changes are discarded when the virtual

O Monpersistent
machine powers off,

O Undoable Changes are saved, discarded or appended
at your discretion.
© Append Changes are sppended to a reda log when
the virtual machine powers off,
ooy [eoet]
&] Done ® Intsrnst

6. Now that the virtual machine has a
disk configured, a control panel for the
helper machine appears. With the
Hardware tab selected, the screen
allows you to determine what virtual

a2 http://v40eth.loneagle.com - v40eth.loneagle.com: NTHelperMachine - Microsoft Internet Explorer

‘@ ¥Mware ESX Server 2.5.2

Last updated Wed lan 4 11:36:38 PST 2006
&

Removable Devices

NTHelperMachine
Fowered off

Other Hardware

hardware to configure onto the

& Floppy Drive Remove... | Edit,.. Processors and Memory Edit..,
machine Connected Ho Frocessors i
N Connect at Pawer On Mo Memary 512 M
LA Systein Flopay,Dive @ scsl contraller 0 Edit...
Location fdew/fdn
wirtual Device wmnxbuslogic
&5 DYD/CD-ROM Drive (IDE 0:0)  Remove... | Edit... Bus Sharing none
Connected Ho = virtual Disk (SCST 0:0) Rernave... | Edit...
Connect at Power On Yes
Device YMware Disk Imags
Device System DVD/CD-ROM Drive
i Location wrnfs-sdbiNTHelperMachine vrdk
Location /dew/cdrom
Mode Persistant
Network Adapter Remove... | Edit... ;
L il I Display Edit...
Connected Ho :
Colors Thousands of Colors (16 bit)
Connect at Fower On  Yes
Metwork Connaction ExternalSwitch
wirtual Devics vlance
Add Device...

& Done

& Internet
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7. You'll need to boot the Windows NT installation floppy
disks, so configure the floppy drive to connect to the
virtual machine when it is powered on. Select Edit...
next to the Floppy Drive description, check the
Connect at Power On check box, and click OK. Note
that the DVD/CD-ROM drive is already configured to
connect at power on. If it is not, change its
configuration as you did with the floppy drive.

8. Note that the Network Adapter will connect at power
on to the virtual switch that you created in the last
chapter. The virtual device emulates the Lance
Ethernet chipset that was popular when Windows NT
was the current operating system. This allows the
operating system to manipulate a familiar device
despite the fact that the physical hardware uses a
Broadcomm Ethernet chipset.

Now that you’'ve successfully created the helper
machine, you'll need to install Microsoft Windows NT
on the new virtual machine, the topic of the next
chapter.

Sun Microsystems, Inc.

2 http:/ivd0eth. loneagle.com - v40eth. loneagle.com: NTHelperMachine | C... E@E‘

@ ¥Mware ESX Server 2.5.2 build-16390 | roots

Floppy Drive
A virtual machine may access a system drive or a floppy image file.
Edit Floppy Drive Configuration

Device Status

Connected

Connect st Powsr On
Device Connection
Deviee System Floppy Drive v
Location /dewsfdn
Help ok || cancel
&) Dane B Iternet
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Chapter 5
Install Software on the Helper Machine

This chapter describes the steps for installing the Windows NT Server OS, Service Pack 6a, a current
version of Internet Explorer, and VMware P2V Assistant in the helper machine. The instructions are fairly
lengthy, as with any full operating system install. Since this article is written for administrators already
running Windows NT Server, these instructions are not illustrated with as many screen shots as the
previous chapter. This should not be an issue, because the Windows NT Server install process works in
the virtual machine environment exactly as it does on a physical server.

Note that all of the software installation instructions in this chapter refer to actions that you will take in the
Remote Console window, where you will see the console of your helper machine. When instructions call for
configuring display parameters, for example, they are referring to the settings within the OS running on the
virtual machine — not to the settings on the workstation on which you are running the VMware
management user interface.

Initial Windows NT Installation
1. Insert the first of the Windows NT install floppy disks into the floppy drive of your Sun Fire V40z server.

2- The top bar of the NT|_E| per NBChI ne Contr0| panel Shows a 2 http://v40eth. loneagle.com - v40eth. loneagle.com: NTHelperMachi
WindOWS icon, a pop_up menu icon, a red Square power button, & ¥Mware Esx.t;ar:-z.s.z build-16390 | root@v40eth.loneagle.com)
and the name of the machine. Click on the pop-up menu icon and ‘

Hardware [

Last updated Wed Jan 4 11:52:30 PST 2006

select Attach Remote Console.... This brings up the VMware
Remote Console that you downloaded from the ESX server
during the initial installation.

lﬂ; MR ] NTHelperMachine
1 Powered off

3. The Remote Console window will ask you to log in. Log in as user Connect to VMware Server

root. Sever  [vilcth laneagle-com 02 rootvmuareiwinHT AT v = |
Password: | Cancel

4. Select Power On in the Remote Console @ NTHelperMachine - v40eth. loneagle.com VMware ESX Server - VMware Remote Console
window. You will see the standard BIOS |2 ™ = ™ %0/ o . i
reporting as the helper machine starts VMware ESX Server: vi0eth.loneagle.com e R remote console
up. Once the first floppy disk has booted, |IEEEEEEEs
you’ll see the familiar blue screen as the
Windows NT Server Setup environment
begins to run. Ignore the warning at the
bottom of the window that the VMware
Tools have not yet been installed. You
will install VMware tools at the
appropriate time.

Setup is loading files (Hindows NT Executive)...

|, YMware Tools is not unning. Click on this text ta install
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5. When WI ndOWS NT Server Setu p aSkS & NTHelperMachine - v40eth. loneagle.com ViMware ESX Server - VMware Remote Console

Fle Power Settings Dewices Yiew Help

you to load the second floppy disk, you'll . L e

need to click into the Remote Console VMware ESX Server: viDeth.loneagle.com . . R remote console
window to put the focus there, and once Windows NT Setup

you’ve inserted the second floppy, you'll
press Return to continue.

You'll notice some unexpected behavior I e
from the mouse on your workstation. Windows NT Server Setup Disk #2
Once you click in the Remote Console into Drive A:

window, the window “owns” the mouse ™ ‘hresst ENTEGanan traady:
and does not release it until you press
Ctrl-Alt. Because no GUI is running in
the Remote Console window yet, there

is NO software to display YOUr MOUSE, SO |4 s Tec s ra e Cik e b et ot
your workstation screen will look as if

you have no mouse pointer. Once you

press Ctrl-Alt, your mouse is free to use

in other windows. This behavior can be

confusing during the initial setup

procedures; once a GUI is running, the

mouse will appear to be trapped in the

Remote Console window, prompting you

to press Ctrl-Alt to release it.

6. The installation procedure that follows is exactly the same as if you were installing Windows NT Server
software on a physical server. Because this Sun BluePrints article is targeted to those already running
Windows NT Server, the install procedure is not presented in as much detail here. You will proceed
through the following steps:

a. Continue to allow Setup to detect mass storage devices in the virtual machine.

b. Insert floppy disk #3 and press Enter.

c. Note that during device discovery, Windows NT Setup will discover the legacy devices that ESX
server emulates and presents to the virtual machine configured to run Windows NT. This is one of
the ways in which Windows NT environments running ESX Server allows using up-to-date hardware
to support legacy operating systems and applications.

d. Accept the virtual devices discovered and press Enter to continue.

e. Press C to allow Setup to configure the new virtual disk that it has discovered.

f. When prompted, insert the Windows NT Server CD into the server’s DVD/CD drive and press Enter.
If Setup does not discover a CD drive, refer to the virtual machine’s control panel and select Edit...
next to DVD/CD ROM Drive to configure it as Connected.

g. View and accept the Windows NT Server license. Be sure that you have a valid license and license
key to present to the installer when the time comes. Press F8 to accept.

h. Accept the list of hardware devices that Setup asks you to approve.

i. Press Enter to install the operating system on the 2000 MB disk drive that is currently unpartitioned
space.

j. Format the partition using the NTFS filesystem.

k. Accept the default install location.

I.  You can press ESC to skip the exhaustive disk checking, as disk integrity is handled by ESX Server.
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m. When prompted, remove the floppy disk and CD from the server, and press Enter to reboot the
virtual machine.

n. Once the GUI Windows NT Setup begins, you'll be prompted to re-insert the install CD. Insert the
CD and click OK.

0. Proceed through the Windows NT Setup prompts to give it a host name, Stand-Alone Server server
type, administrator account, Emergency Disk (if desired), and additional components to install
(accept the defaults).

p. For the Networking Setup, accept the default wired network, and un-check the Install Microsoft
Internet Information Server option.

g. Click Begin Search to locate available network adapters, accept the AMD PCNET Family Ethernet
Adapter that Setup discovers, and specify the TCP/IP protocol option.

r. Accept the network services for installation, accept the Ethernet adapter configuration defaults, and
select No when it asks to set up the server using DHCP.

s. Configure an IP address in the TCP/IP Properties panel that is icrasoft TCP/IP Prapeities
diSp|ayed_ IP &ddiess | DNS | WING Address | DHCP Fielay | Routing|

An IP sddress can be automatically assigned to this network card
by a DHEF server, |f pour netwerk does not have @ DHEF server,
sk your network administrator for an address, and then type it in
the space below.

Adapter

1]AMD PCHET PCI Ethermet Adapter

" Obtain an P addiess fiom a DHCP server

@ Specify an IF addiess

1P Address: 192 207 20 1
Subret Mask: 295 285 295 192 %
Default Gateway: |192 207 200 1

Advanced..
oK. Cancel ‘ Apply |

t. Click on the DNS tab. Add the domain name for the helper Micrasoft TCPIP Prapentics =]
machine, configure a name server, and click Apply, then OK. ] | AR AT | DRy [t
u. Accept default bindings and select Next to start the network. Allow poren e Syen (1)
the server to be part of a workgroup, and click Finish to complete

Host Name Darain

[leneagle.com

DNS Service Search Order

the installation. o
v. Select your time zone (note that the time is already set by the ESX Iy ot

Server’s clock). si, | e |

w. Accept the display type discovered.

x. Once the virtual machine has rebooted, you'll see the familiar login
prompt. The Ctrl-Alt-Del key sequence is interpreted by both the
workstation on which you are running the MUI, and the virtual htd. | | |
machine’s Remote Console. In order to avoid confusion, always T o | o
use Ctrl-Alt-Insert to log in to a Windows OS running in a Remote
Console.

Remaye |

Domain Suffix Search Order

[ar
[l
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Install Service Pack 6a
Update your Windows NT Server environment with Service Pack 6a, high-encryption option. Because of
the old version of Internet Explorer that is installed with the operating system, the best approach is to
download the service pack from a different workstation and then transfer it to the virtual machine using
FTP from the Command Prompt, or burning the sp6i 386. exe executable onto an ISO 9660 CD that you
can insert in the server's CD drive.

1.
2.

Sun Microsystems, Inc.

Double-click on the sp61386. exe icon to install the service pack.

Accept the licensing agreement

3. When the installation is complete, press Restart to reboot the virtual machine.

Install VMware Tools
Once you've installed Service Pack 6a, you can install the VMware Tools.

1.

Log in to the virtual machine’s console as
Administrator.

Eject any CDs from the server’s drive. The
VMware Tools installation works by attaching
an ISO image to your virtual CD drive.

Press Ctrl-Alt to free the mouse from the
Remote Console.

Observe that the VMware Tools is not running
warning appears at the bottom of the Remote
Console window. Click on the text to install, or
make the corresponding selection from the
menu bar.

If the installation does not proceed
automatically, or without error, open My
Computer and double click on the VMware
Tools icon in the My Computer window to begin
the installation.

®

Whware Tools
D:

() NTHelperMachine - v40eth. loneagle.com VMware ESX Server - Viware Remote Console \;\

Fle Power Settings Devicss View Hslip

Power OFF ~| [ poweron [l Suspend - B Resst - | [3f] Detach and Exit

VMware ESX Server: vi0eth.loneagle.com remote console

EE
Fie Edi View Help

=

S Fiopry 8] )

Dialp
Networking

My Disc (D] Control Panel  Printers

|6 obiect(s]

%, WMware Tools is not unning. Click on this text to install
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6. The VMware Tools installation wizard will
appear. Proceed through the installation,
selecting Typical Installation.

Install the HTML help engine
Select OK regarding the SVGA driver
installation failing.

9. Click Finish.

10. Select No when the install process asks to
restart the virtual machine.

11. Follow the instructions for configuring the
SVGA driver that appear in a Notepad window.

12. Once you’ve rebooted (according to the
instructions), log in and you will receive a
warning that a new display adapter has been
installed. Change the color settings as you
wish, and click Apply. Then click OK to exit the
Display Properties control panel item.

Install Internet Explorer 6

Sun Microsystems, Inc.

{1 NTHelperMachi

- v40eth. laneagle.com VMware ESX Server - VMware Remote Cansole (= ]| 20[3¢]

er  Settings es Yiew Help

ower O +| [» Paweron (I Suspend - 53 Resst - | [ Detach and Exit

VMware ESX Server: vi0eth.loneagle.com remote console

{& YMware Tools

Welcome to the installation wizard for
YMware Tools

The installation wizard will install Wi ware Tools an your
computer. To continue, click Next.

WARNIMG: This program is protected by coppright law and
intemnational treaties.

Cancel

gl Start| =) My Computer 5! VMware Tools

VMware P2V Assistant software needs a recent version of Internet Explorer to run. If you have burned a
CD containing Internet Explorer, insert it into the server’s console now. Otherwise, transfer it to the helper

machine using FTP or file sharing.

Accept the licensing agreement.

A w DN~

The installer will download the components that
it requires.

5. Selecting Finish at the end of the install
process will reboot the virtual machine.

6. Log in to the helper machine and proceed
through the Internet Setup wizard, selecting

options appropriate for your local-area network.

7. Verify that the browser works properly. If you
experience network problems, confirm on the
VMware control panel for the NTHelperMachine
that the network adapter is connected to the
virtual machine.

Double-click on the i e6set up. exe file to begin the installation.

Select the Typical set of components radio button option.

Fle Power Settings Devices Yiew Help

Power OFf =/ [ Poweron (Il Suspend - &3 Reset - | [ petach and Exit

Progress
Please wait while Setup completes the following actions

@ Windows Update Progress

? Downloading Components

1 cbiectls) s

Installing Components

I

Downloading Intemet Explorer 6 Web Browssr
Downloading from Downioad Site
2964 KE of 18925 KE received - 3 minutes remaining

Bk |

e | [ Eaneal | g I

|[Windows Update-... & &3zPM

EE0@E =

| amoisemy | cam

A Start| =)y Computer
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Install VMware P2V Assistant

Now you have an up-to-date Windows NT Server environment in which to install the P2V Assistant. Insert
a CD, if you have created one, or transfer the file to the helper machine through another mechanism. The
installation process is straightforward, and is described in detail in the VMware P2V Assistant User’s
Manual. The process is summarized here.

1 . DOUble CIICk on the VM/\B-r e- P2V exeCUtabIe {81 NTHelperMachine - v40eth. loneagle.com VMware ESX Server - VMware Remote Console ‘ZHE|E‘
- . f . . . File Power Setfings Devices View Help
file to begin the installation. The version used in T P
this article was 2.1.0. Remember to use only

matching versions of the P2V Assistant and the
P2V Boot CD. The install wizard will appear; S ——— =
Welcome to the InstallShield Wizard for

click Next to continue. ' : VMwara P2V Assistant 2.1
Accept the licensing agreement, click Next. e e o coriue, e 2]
Enter customer information, click Next.

Perform a Complete install, click Next.

WARNING: This program is protected by copyright law and
international treaties.

Click Install to begin the install.
Click Finish.

Note the VMware P2V Assistant 2.1 icon that
appears on your desktop.

N o o bk~ oD

Cancel |

il Start| | j5lVMware P2V Assistan...
Manage Files HE0E =

Now that you have a helper machine ready to assist in the consolidation process, you might wish to make
a backup of the machine. With ESX Server, the entire drive contents are stored in a single file that you can
copy or backup as you wish. When you manipulate virtual disk files, be sure that the virtual machines using
them are powered down so that you have a consistent disk image to work with.

1. Click on the Manage Files... text in the VMware hitp:/fvA0eth. loneagle..com - Viware File Manager for rootgvaeth.loneagle.com - Micr... [ |[E)[X]

management user interface to bring up a B T
. . g o [ Current Directory [New.. [Home| [Change]
simple file browser. & e
. . . g =t o vmfs-sda/ ) o, ¥mfs-sdb/ ‘
2. Click on the vnf s folder in the folders display =R O (@ o 5en s trioise O [ vor5an s Trvans e
. ; 2006 z0og
on the left, and you will see the vnf s- sda = _ ymhban:o:i0s  vmhbauii/
9 oot o I +directory : O LT : directory :
and the vnf s- sdb volumes that you created & o Jred 2am 4 12156152 Y Jan 4 17:11:20
for storing virtual disk images. The vnf s = ey
. . . . . 89 e files shawn 0 {of 0)
filesystem is optimized for performance, and is - T
structured as a single flat folder. g e
3. C.|ICk on the vnf s- S(flb fold.er in thfa follders 0 o S ——— —
display to reveal the list of virtual disk images | .:lmm

that you have created. You should see a file
named NTHel per Machi ne. vnuk.

4. The file browser uses a simple copy/paste paradigm for managing files. Click on the check box
associated with the file, select Copy, and then select Paste to create a copy of the virtual disk.

5. Select Edit Properties... to change the file name.
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Shutting Down

If and when you wish to shut down your Sun Fire V40z server, be sure that you first shut down the
operating system in each virtual machine that you have running. You can access each Remote Console
through the Status Monitor tab of the MUI. Once you shut down an operating system, you can power off the
virtual machine through the Status Monitor display or through the Remote Console. You will find Shut
Down... through the Options tab in the MUI. Once ESX Server is shut down, you can power off the physical
server.
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Chapter 6

Consolidate the Physical Server into a Virtual Machine
Environment

The previous chapters described how to install the ESX Server software and how to prepare the helper
machine with the VMware P2V Assistant. This is the fun chapter, because you will get to see the results of
all the preparation work that you’ve done.

This chapter guides you through the process of bringing up the source server with the P2V Boot CD,
cloning the source disk in the helper machine using the P2V Assistant software, creating the new virtual
machine that will run the cloned disk, and making final configuration adjustments. You can repeat the
instructions in this chapter as many times as you like in order to consolidate as many applications into the
virtual environment as you wish. In the case of consolidating an Apache Web server running on the
Microsoft Windows NT Server OS, the application ran with no changes or adjustments whatsoever.

Boot the Source Server With the P2V Boot CD

The 2.1 version of the P2V Boot CD used in these instructions is based on the Knoppix 3.8.1 distribution,
which adapts to a wide variety of x86-architecture hardware devices. The server used for this article was
configured with a D-Link Ethernet adapter, one that was not on VMware’s list of supported devices — yet
the P2V book disk simply worked.

The best approach is to first try the P2V process using the P2V Boot CD. If you find that it does not work,
you can follow instructions for using third-party disk imaging tools like Symantec Ghost in the VMware P2V
Assistant User's Manual. These instructions assume that the P2V Boot CD works for you.

1. Boot the source server from the P2V Boot CD.

2. When the boot process is complete, the environment will be a Linux user interface in which the
README for VMware P2V Boot CD is displayed in one window, and the P2V Assistant Boot CD Wizard
is displayed in a second window, as illustrated below. The instructions will direct you to use a
rudimentary user interface in the Wizard window in which the Tab key takes you from item to item, and
the Space bar makes a selection.
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3. Select OK to the welcome message. Progress through the
various notifications until you are presented with the disk
and network devices that P2V discovers.

The Disk and Network Devices screen shows the disk
drives and the network devices that the P2V Boot CD
discovers. The server illustrated has a single disk, and a
single network device. If your disk and a network device
appears in this window, P2V will probably work with your
hardware, whether it is on the compatibility list or not.

Write down the size of the disk that is detected so that you
can create a virtual disk the same size in ESX server
later. If you have multiple disks, you will need to create
multiple virtual disks in ESX server and clone each one
individually.

Select No to the request to load Fibre Channel devices,
assuming that your server has none.

=l )
Sesuon Edi View Boakmarks SeRngs Hel

Sun Microsystems, Inc.

=

L J
Sewion EMi View Bootmarks Sefngs Help
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7. Select No at the request to use DHCP and instead
manually enter a temporary IP address for the P2V
process. It can reduce confusion if you use an IP address
different than the original IP address of the server.

8. The network settings that you have chosen will appear in
a confirmation screen, which is also the only confirmation
you’ll see that the P2V Boot CD software is running and is
ready to communicate with the P2V Assistant software in
the helper machine.

Clone the Source Disk

This set of instructions describe how to use the P2V Assistant to clone the source disk into the virtual

machine environment.

Sun Microsystems, Inc.

[ ATy

Jaji=)

Semion Edi View Bootrars Sefgs Help

Hetuark SRELings LRing Anterface @thD

[L | Lzc [eCe]
IF addrass:

=k i
Default gateway (IF):
rezaryer

TCP Port:

Secon Edi View Boatmarks SeRngs el

Heture SETtings

1 . The fl rSt Step IS to power down the helper {81 NTHelperMachine - v40eth. loneagle.com VMware ESX Server - VMware Remote Console |Z”E\E|

machine so that you can create and attach a

disk will contain an image from the source
server’s physical drive. From the Windows Start
menu, shut down the helper machine. When IT
is now safe to turn off your computer appears,
click the Power Off button in the helper
machine’s Remote Console menu bar; confirm
the power off at the prompt.

File Power Settings Devices Yew Help
[» Poweron [l Suspend + &y Reset ~ | [ Detach and Exit

new virtual disk to the virtual machine. This VMware ESX Server: vileth.loneagle.com

wer OFF =

Y
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At the bottom of the

NTHel per Machi ne control panel,
click on Add Device. If the control
panel is not running, click on the
NTHelperMachine text in the main MUI
screen under the Status Monitor tab.

@ ¥Mware ESX Server 2.5.2 build-16390 | ri

Last updated Thu Jan 5 15:38:57 PST 2006

WP
Removable Devices

& Floppy Drive
Connected
Connect at Fower On
Device

Location

& D¥D/CD-ROM Drive (IDE 0:0)

Connected
Connect at Pawer On
Device
Location

HP Network Adapter
Connscted
Connsct at Powsr On
Metwork Connection

Wirtual Device

= NTHelperMachine
= pawered on | PID 2104 | YMID 141

Remove... | Edit...

Yes
Yes

System Floppy Drive
fdew/fdn

Yes
Tes
Systern DWD/CD-ROM Drive

fdev/cdrom

Remove.., | Edit...

TEs
TEs
ExternalSwitch

vlance

Add Deviee

Remove.., | Edit...

Sun Microsystems, Inc.

a2 http://v40eth.loneagle.com - v40eth.loneagle.com: NTHelperMachine - Microsoft Internet Explorer

h | Help | Close

Other Hardware

Processors and Memory Edit...
Processors 1
Memary 512 M

@ scsI contraller 0 Edit...

Wirtual Device wmxbuslogic

gus Sharing none

= Virtual Disk (SCS1 0:0) Remove.., | Edit..

Device YMware Disk Imags
Location wrnfs-sdb:NTHelperMachine vrdk
Mode Persistant

Display Edit...
Colors Thousands of Colors (16 bit)

& Internet

3. The Add Device screen presents the types of devices

that you can create, select Hard Disk.

4. Select Blank to create a new virtual disk.

EBS Add Device

H what type of hardware do you want to install?

Device Type
S Hard Disk

BB network Adapter
& cvnsen-rRom Drive
& Fioppy Drive

e Generic SCST Device

Create 5 new virtusl disk, use an existing virtual disk or
access a YMFS volume dirsctly.

Attach a new network adapter to & virtual network of
your choosing.

Create a new virtual DVD or CD-ROM drive to access a
system drive or an IS0 image.

Creste a new virtual flappy drive to access a system
drive or a floppy image file.

Create a new virtual device that directly accesses a
system SCSI device.

& Internet

A hitp:/fv40eth.loneagle.c

B ¥Mware ESX Server 2,

Yirtual Disk

Existing
Systern LUN/Disk

[ Add a hard disk to your virtual machine.

Which type of virtual disk would you like to add?

Create a new virtual disk,
Attach an existing virtual disk to your virtual machine,

Give your virtual machine direct access to a SAN LUN,

€l

& Internet
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5. Select an image file location. In this example the file

will be stored on the vnf s- sdb filesystem. Enter a
file name. Since this example clones the hard drive of
a Web server, the name WebSer ver Cl one was
entered. Enter the size of the disk in the Capacity
field. If you wish to make the cloned disk exactly the
same size as the source disk, enter the value that you
wrote down in Step 5 in “Boot the Source Server With
the P2V Boot CD” above. The disk image that the
P2V Assistant creates is not a true block-by-block
image. The software actually copies the contents of
the disk, so you can make the virtual disk larger, to
allow for future expansion, or you can make it smaller,
to eliminate space you don’t plan to use. This set of
instructions clones the disk using the exact size
determined by the P2V Boot CD. Click OK to create
the new virtual disk. Note that the new virtual disk
appears when you return to the NTHel per Machi ne
control panel.

Now click the Power On button in the helper machine’s
Remote Console and log in to Windows.

Double-click on the P2V Assistant icon to run the
software.

You will see a warning that you have no P2V system
reconfigurations left on your license. Click OK to
continue.

Sun Microsystems, Inc.

] http:/iv40eth. loneagle.com - v40eth. loneagle.com: NTHelperMachine | C... \;Hiﬁg\

@ ¥Mware ESX Server 2.5.2 build-16390 | r

Yirtual Disk
[ #dd a hard disk to your virtual machine.

Edit ¥irtual Disk Configuration

Disk Image

Image File Location

< ymfs-sdb [vrmhbaD:1:0:1): 46.7 G free

fWebServercClone ™

Image File Name -

Capacity 13881
virtual Device
virtual SCST Nods 0:1 v

Disk Mode

© Persistent Changes sre immediately and permanently
written to the virtual disk.
Changes are discarded when the wirtual

© Nonpersistent
machine powers off.

€3 Undoable Chanass are saved, discarded or appended
at your discretion.
© append Changes are appended to a reda log when
the virtusl machine powers off.
&) Dane B Iternet

Select the second radio button to clone the
source computer’s physical disk and perform a
reconfiguration.

)] NTHelperMachine - v40eth. loneagle.com VMware ESX Server - VMware Remote Console @|§|g\
File Power Ssttings Devicss View Help

W Fower OFF ~ [> Poweron [0 Suspend ~ B3 Resst - [I] Detach and Exit

VMware ESX Server: vi0eth.loneagle.com remote console

Welcome to Whiware Physical to Wirtual (P2v)
Assistant. This application helps you migrate a
physical computer to a vitual machine.

FHTSICAL 1O VIRTUAL
ASSISTANT

Select atask

¢~ Perform a System Reconfiguration on an existing virtual disk that coniains an
aperating system

& Clone @ source computer's physical disk 10 @ virual disk and optionally perform a
System Reconfiguration on the virtual disk

Ly

[onsuri = O | ER

il Start | | VMware P2V Assistant

E18PM
HEEEE =
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Click Version and License Info... to display the current license

information. You will have to move the P2V Version and License

Info window up in your display to reveal the Enter New Serial
Number button.

When your serial number has been accepted, move the P2V

Assistant window up as far as possible in the Remote Console to

reveal the Cancel, Back, Next, and Finish buttons. Click Next.

Note the warning that the P2V Boot CD is supported on a limited

amount of hardware.

Sun Microsystems, Inc.

. P2V Version and License Info [<]

[~ Wersion

WMware P2y Assistant 21.0 build-17455

Copyright © 2005, WMware, Inc. &l rights ressrved

i~ Cunent License Statu:

Fiemaining unexpired system reconfigurations: 1}

IV Wain me when system reconfigurations 318 100 Eyriration Info

Enter New Serial Number |
-t

Enter the IP address that you assigned to the physical PC running

the P2V Boot CD. Note that the two P2V components will
communicate over port 7000. Click Next.

The P2V Assistant displays the physical disks that the P2V Boot
CD has identified on the physical server. In this example, it has

[Dist number [Size in MB[Jevice name [ Bus Type [Madel name |
[ 19831 | sdevhds IDE__ Masdor 2FD20L0 |

discovered a Maxstor IDE drive with 19881 MB of storage. Click

on the disk to select it and click Next.

Now the P2V Assistant determines and displays the physical
disk’s partitioning information. Click Next.

Choose the second radio button to clone the disk and
reconfigure the system files on the disk. Note that you only
need to make this selection when you clone a boot disk, as
the reconfiguration step makes the virtual disk bootable by
a virtual machine. Click Next.

Accept the default disk cloning options on the next screen,
and click Next.

At the Select a target disk prompt, select the first radio
button. This will have the P2V Assistant put the source
disk’s data into the new virtual disk that you directly
connected to the helper machine. You will not need to
resize disk partitions if you have chosen a target disk size
the same as the source disk size. Refer to the VMware P2V
Assistant User’s Manual for detailed instructions on disk
partitioning if you wish to change partition sizes. Press the
Select button to choose the disk.

Choose Disk 1, the disk that you just created. Click OK, then
press Next to continue to the next screen.

Disk Yolume and Operating System Information

Pos Label [size in MB[_Fils System _[Operating System
1 4094 NTFS  Windows NT 4.0 SP6
15782 NTFS

2 WEB_DATA

Primary Cperating System Detected
[ Windows NT 4.0 SPE

Do you wart to perfarm a System Reconfigurstion after cloning the disk?

€ Mo, just clons the disk without modifications (with the option of recanfiuring it later)

5 ¥es, clone the disk, then reconfigure system files n the target disk

[ Select atarget disk

Use a direct disk device altached to this computer. Choose this option if you are running
inside a virtual machine, and the desired target virtua) disk is the second or third drive.

Select ..

Creats & virtual disk (.vmelk) fiie The disk capacty displayed is the rscommended valus,

andl can bs changed
Eroyse ..

[ Allscats &l disk space now

Selected disk number: (Unselectad)

Shsolie path |

Capacty inMB 159235 [ Splt disk inta 2 GA fles

I~ Let me resize disk partitions and select which ones to copy

[_ D[]

The following eligible disk devices were found. Select
the one you would like to use as the target disk.

. Disk Device Selector

 Digk numher N iCanarit = 2000 MB)

9577 MEE
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20. Select the target VMware product by selecting the radio | Targe ViwereProsut Vit rdware
™ wvorkstation o . erver 2.0
button for VMware ESX Server 2.5. Check both System o R
Reconfiguration options, and click Next. G Server 30 g

(| ESH Berven 2.0, or 5% (2 YGRIE]

—System Reconfiguration Opt
Freinstall & temporary Vhiwars SYGA driver ta improve mouss and graphics

[ responsivensss at first boot. It will be replaced by the full driver when you install
Whiware Tools inthe migrated gusst operating system

[ Attempt to preserve drive letter ta volums mappings

21. Click Next to begin the cloning process; a status bar &, Operation in progeess 5]
appears. In this example, the source disk has two B o 7 s 1 oty KB

Time Elapsed=00.03:45 Remaining=00:03:12

partitions, so two separate cloning operations (and status
bars) will automatically execute. Note that the status bar
does not update unless the focus is in the Remote Console

window. Don’t be fooled by an apparent lack of progress.

22 The System reconﬁguration aUtomatica”y ta kes ] NTHelperMachine - v40eth. loneagle.com Viware ESX Server - VMware Remote Console E|E|E‘
. .. . File Power Setfings Devices View Help
place’ select Finish to Complete the C|0n|ng M Pawer OFf » [»Poweron [ Suspend » EZ)Reset - | [ Detach and Exit
operation.

. [ X
23. From the Windows Start menu, shut down the e
helper machine’s operating system, then power
What Mexd?
off the virtual machine from the Remote | Aot st
Console window. (-

[ Yos, plsass display instrictions in a
Hotepad window.

Support information

Product version is 2.1.0 build-17455

If you need to cortact Vkiware support, plsase Includs the
following support fils: P2Y-SE-1 7 sup

It will bs written to the following temporary directory *after* the
application terminates: CATEMP

(|
i3 Start| [ VMware P2V Assistant 727 PM
BESEE@E =
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Configure the Consolidated Virtual Machine
Now that you have a cloned disk that has been reconfigured to run in the virtual machine environment, now
create a new virtual machine to run the cloned disk, and perform some final configuration tasks.

1. With the helper machine powered off, select Remove... from the NTHel per Machi ne control panel’s
Hardware tab, and detach the WebSer ver Cl one virtual disk from that virtual machine.

2. From the main management user interface, click the Add Virtual Machine button to create the virtual
machine from which you will run the cloned disk.

3. In the Add Virtual Machine screen, select Microsoft 2 hitp://y40eth.loneagle.com - v40eth. loneagle.com: Add Virtual Machine ... [ [E1][&]
Windows NT as the guest operating system, and { vMware ESX Server 2.5.2 build-16390 | roat@v4nsth.loneagle.com
choose a name for your virtual machine. This o ] e
example gives the display name WebSer ver Cl one. Virtual Machine Configuration
Choose a similarly-named file for the machine’s S — .
configuration information file. Press Next. Display Hems WebserverClone

Location Jroot/vrnware/winhT/WebServerClons. vz

4. Choose the amount of memory to allocate to the
virtual machine and click Next.

Help Next » Cancel

& Done B Internet
5- The Virtual DiSk WindOW appears, SeIeCt EXiSting to 3 hitp:/iv40eth.loneagle.com - v40eth. loneagle.com: WehServerClone | Co... g@gl
attach the cloned disk to this virtual machine. & YMware ESX Server 2.5.2 build-16390 | root@v4sth.lonesgle.com
. . virtual Disk
6. Select the WebSer ver A one. vinuk file and click (0 4dd = hard disk to your virtual machine.
Next. Which type of virtual disk would you like to add?
Blank Create a new virtual disk,
7_ The Control panel for this new Virtual machine Existing Attach an existing virtual disk to your virtual machine,
System LUN/Disk Give your virtual machine direct access to a SAN LUN.

appears. Select Attach Remote Console from the pull-
down menu next to the power button, and power on
the virtual machine.

&) B Internet

8. Log into the Windows NT Server system using an
administrator account.

9. You will be greeted with a warning that your display resolution is invalid. Click OK. In the Display
Properties control panel that is displayed, click the Test button. The display test screen will appear just
as it does with a physical machine. Answer Yes to the prompt and OK to close the control panel item.
Restart the Windows OS and log in using an administrator account again.

10. Now you will need to change the network device driver to use the AMD PCNet Family adapter provided
by the Windows NT virtual machine. This assumes that you have accepted the default vlance network
adapter in the virtual machine’s control panel.
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11.

12.

Select the Adapters tab of the Network
control panel and note that the adapter used
on your physical server is displayed.

Select Add... to add the AMD PCNet Family
adapter.

If prompted for the location of the driver,
enter C: \ i 386. If the driver is not found in
this location, you may need to insert your
original Windows NT Server install CD.
Note the network settings used for the
physical server’'s network adapter. Highlight
the adapter in the Adapters tab, and click
Remove.

Re-set your network settings for the AMD
PCNet Family adapter, and restart the
Windows OS. If you plan to run the original
application on the physical server at the
same time as you wish to run the application
in the virtual environment, this is a good time
to assign a unique IP address to the server
in the virtual environment. If IP addressing
affects your application, be sure to make the
changes in its configuration files as well.

Fle Power Settings Devices Yiew Help

Hetwork Adapters:

Identification | Services | Protocols  Adapters | Bindings |

Sun Microsystems, Inc.

{81 WebServerClone - v40eth. loneagle.com VMware ESX Server - VMware Remote Console

Power OFf ~| [» Poweron [l Suspend + B3 Reset - | [3] Detach and Exit
VMware ESX Server: vi0eth.loneagle.com remote console

I

Have Disk.

Hetwork Adapter.

Select Network Adapter

Click the Network Adapter that matches pour hardware, and then
click OK. If you have an installation disk for this component, click

Advanced Micro Devices AM2100/5M1500T Adapter d
EIE) llied Telesyn AT1700 Ethemet Adapter =

Have Disk...

oK Cancel

=]

Eo&

i Start | |=1] Control Panel

8 WMware Tooks is not iunning. Click on this text to install

|
oK. Cancel |

V3 203PM

E2EEE =

Now you’ll install VMware Tools. After the restart, log in using an administrator account again, and take
your mouse out of the Remote Console window and note the warning that VMware Tools is not running
at the bottom of the remote console window. Click on the text to begin the installation. If the source

system had aut or un turned off, the installation will not begin automatically. Click on My Computer, and
double-click on the drive on which VMware Tools is mounted.

=@ o0 T

Proceed through the installation, accepting defaults.
Click OK on the warning that you will need to install the SVGA driver automatically.

Click Finish.

Select No when the install process asks to restart the virtual machine.

Follow the instructions for configuring the SVGA driver that appear in a Notepad window.
Once you've rebooted (according to the instructions), log in and you will receive a warning that a
new display adapter has been installed. Change the color settings as you wish, and click Apply.

Then click OK to exit the Display Properties control panel item

If you are using any other devices, such as SAN disk storage, where the device drivers have changed,
you will need to replace the drivers that were used in the physical environment with the drivers that
VMware supports in the virtual environment.
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Test Your Application

Now you can run and test your application in the virtual environment. In the case of consolidating an
Apache Web server application running on the Microsoft Windows NT operating system, no changes were
made to the configuration or application after the P2V process was complete — the Web server simply ran
exactly as it did in the physical environment. To be sure, give your application developers a chance to take
the application running in the virtual environment for a test drive.

The most significant change in the virtual environment is the use of a different Ethernet adapter. If your
application doesn’t work after the P2V process, double-check to be sure that basic network functions work
in the virtual environment. Use the pi ng command from the Command Prompt to ensure that you can
reach external systems. Bring up Internet Explorer and visit an internal Web site and one outside of your
local-area network to be sure that both routing and DNS is set up correctly.

If you have networking problems, first double check that the virtual network adapter is attached to the
virtual machine through its VMware control panel, and that the adapter is connected to a virtual switch that
is connected to an external Ethernet port on the physical server. Double check that the Windows
environment is set up to use the AMD PCNet Family adapter, and that your Windows Control Panel
settings are correct.
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Chapter 7
Summary

IT organizations wishing to continue to run legacy applications have faced a limited number of choices
given the increasing lack of support for their aging hardware, and the lack of drivers for some operating
system environments on current hardware. The ability of VMware ESX Server to host these operating
system environments and their applications on state-of-the-art, high-performance hardware including the
Sun Fire V40z server gives IT organizations a new class of options. Not only can they use virtualization to
run their applications on latest, supported hardware — they can harness the greater processing power,
memory capacity, and disk storage of today’s servers to consolidate multiple PC server environments onto
a single platform. Using the strategy described in this article, IT organizations can upgrade their hardware,
and use the upgrade process also to address their power, space, and cooling issues, exploiting the
economies of scale that consolidation brings.

This Sun BluePrints article has described in step-by-step fashion how one such application — an Apache
Web server running on the Windows NT Server operating system — could be consolidated onto ESX
Server running on a Sun Fire V40z server with no changes to the application or its configuration. The only
changes to the disk image imported by the physical-to-virtual process were to install drivers for the virtual
network interface and display devices supported by the virtual machine environment. Once an application
is consolidated into the virtual environment in this way, it can securely share a single platform with multiple
instances of other supported operating systems and the applications that they host. Because each virtual
machine provides an idealized environment to the guest operating system, the disk images created by the
consolidation process are portable. So as this consolidation technique becomes proven in any given IT
organization, PC workloads can be re-distributed among a growing number of servers by moving virtual
disks and virtual machine configuration files.

Installing and configuring the ESX Server software, creating the helper virtual machine, installing and
patching the Windows NT Server OS, and installing the VMware P2V Assistant software adds up to quite a
few steps and a significant amount of time. Once this supporting environment has been created, however,
the actual process of consolidating workloads onto the server is simple, straightforward, and fast. Indeed,
the instructions in Chapter 6 can be repeated over and over to consolidate the contents of many physical
servers into a single virtual environment. The best way to explore the value of this virtualization and
consolidation technology to your IT organization is to conduct such an exercise on one of your
applications — and discover exactly how straightforward the process is.
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Accessing Sun Documentation Online

The docs. sun. comWeb site enables you to access Sun technical documentation online. You can browse
the docs. sun. comarchive or search for a specific book title or subject. The URL is

http://docs. sun. con!
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To reference Sun BluePrints OnLine articles, visit the Sun BluePrints OnLine Web site at:
http://ww. sun. conl bl ueprints/online. htm
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Sun Microsystems, Inc. 4150 Network Circle, Santa Clara, CA 95054 USA Phone 1-650-960-1300 or 1-800-555-9SUN Web sun.com %Sun

microsystems



	Consolidating Legacy Applications onto Sun x64 Servers
	Scope of this Article
	How this Article is Organized

	Consolidation Process Overview
	VMware ESX Server
	Virtual Disks
	Virtual Networks
	Virtual Removable Media Drives
	Resource Management
	Virtual to Physical Relationship

	The Physical-to-Virtual Process

	Before You Begin
	IP Addresses and Networking Considerations
	Sun Fire V40z Server
	VMware Software
	VMware Documentation
	Microsoft Windows Software
	VMware Service Console Requirements

	Install VMware ESX Server Software
	Initial ESX Server Installation
	Initial Configuration

	Create Helper Machine for P2V Assistant
	Install Software on the Helper Machine
	Initial Windows NT Installation
	Install Service Pack 6a
	Install VMware Tools
	Install Internet Explorer 6
	Install VMware P2V Assistant
	Manage Files
	Shutting Down

	Consolidate the Physical Server into a Virtual Machine Environment
	Boot the Source Server With the P2V Boot CD
	Clone the Source Disk
	Configure the Consolidated Virtual Machine
	Test Your Application

	Summary
	About the Author
	Marshall Choy

	Acknowledgements
	References
	Ordering Sun Documents
	Accessing Sun Documentation Online

	Table of Contents

