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Abstract

This paper addresses the need for strong security guar-
antees in increasingly dynamic and flexible information
technology (IT) environments. It applies time-tested secu-
rity principles, architectural patterns, and continuous im-
provement constructs to weave security controls and assur-
ances more systemically into an IT environment. Using a
building block approach and a focus on iterative refinement,
organizations can transform their existing legacy deploy-
ments into resilient architectures that meet not only theirse-
curity, privacy, and compliance needs, but also satisfy busi-
ness goals such as increased agility, flexibility, efficiency,
and availability.

1 Introduction

We are moving toward a future with more and more com-
puters, cell phones, PDAs, and other devices connected to
one another over a digital heartbeat. Traditional organiza-
tional and network borders continue to blur as organizations
allow greater levels of access to their customers, partners,
and suppliers. Furthermore, the delivery of services is be-
coming more streamlined as associations between compo-
nents and data become more dynamic in response tojust in
timebusiness decisions.

We must never forget, however, that with all of the bene-
fits that these opportunities offer, also comes risk. We have
all witnessed the speed at which attacks can now be exe-
cuted on a global basis using the Internet or other commu-
nications networks. We have also been inundated by news
of identity theft, industrial espionage, and the ever present
insider threat. Worse still, this trend does not seem to be
improving.
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As of mid 2005, the IT landscape is riddled with lim-
ited or unenforced policies, incomplete and unevolving pro-
cesses, unimplemented recommended practices, and inef-
fective architectures. Many IT environments suffer from
unmanaged or worse yet unidentified risk. Often, these or-
ganizations are operating with serious security, privacy,and
compliance exposures - perhaps without realizing they have
a problem.

Consumers are growing more concerned with security
and privacy issues and how they impact their lives. Orga-
nizations and industries (particularly those supporting crit-
ical infrastructure) have been placed under greater regula-
tory scrutiny. Recent regulations and well-published secu-
rity failures have pushed security, privacy, and accountabil-
ity out of the data center and into the boardroom, making
it an executive issue. Security failures can adversely im-
pact consumer trust and retention, shareholder confidence,
competitive advantage, and market perception. Simply put,
market tolerance for security and privacy failures is shrink-
ing.

For these reasons, it is critical that organizations view
security as an essential quality that must be ever present
in their business and IT architectures and operations. To
achieve such a state, however, organizations must first un-
derstand how to manage risk, cost, and complexity to
strengthen their environments without constricting flexibil-
ity, agility, or efficiency.

1.1 Systemically Secure Architectures

Managing risk, cost, and complexity effectively requires
that a careful balance be achieved across business and tech-
nical boundaries. Architectures must be flexible to respond
to ever-changing business opportunities, policy and regula-
tory pressures, and evolving threat profiles. The systemi-
cally secure architectures concept addresses the problem of
architecting, implementing, and managing IT environments
where everything and everyone issecurelyconnected to the
network.



There are many ways to create systemically secure ar-
chitectures. We recognize that one size does not fit all. Our
approach centers around the use of architectural building
blocks with well-defined properties and interfaces that can
be assembled in a variety of ways depending on the needs
of an organization. Fundamental to this approach is the use
of (1) architectural patterns to build security into each step
of the process, (2) time-tested security principles applied
at times in unconventional ways to reap greater security re-
wards than would otherwise be possible, and (3) continuous
improvement methods to realize greater levels of integra-
tion, efficiency, and alignment with business goals.

It is well-recognized that it is easier, less painful, and
more cost effective todo security right the first time.Un-
fortunately, security has not always been a key criteria in
the design, implementation, and management of IT environ-
ments. As a result, organizations often need to adapt their
current environments to support stronger security, privacy,
and compliance efforts as they emerge. The complexities
and challenges facing existing deployments can be daunt-
ing and can leave organizations frozen as they search for
where to begin.

By taking an architectural, comprehensive building
block approach to security aligned with time-tested secu-
rity principles and continuous improvement methods, this
complexity can be managed. Organizations can transform
their existing IT infrastructure into a secure, compliant,ag-
ile, and optimized environment that delivers not only com-
pliance, but also sustained business value. While this trans-
formation cannot be achieved in a single day, a roadmap
can be developed and continuous progress made a reality
by stepping back and looking at the ways that security can
be systemically integrated into policies, processes, architec-
tures, and services.

1.2 Building Blocks and Transformation Phases

The systemically secure architectures approach centers
around the use of modular, standardized, and composable
building blocks aligned with an automated, repeatable, and
auditable process. This approach allows for the capture,
reuse, and refinement of knowledge about IT infrastructure
and applications as well as the inter-relationships between
building blocks and their underlying components. Further-
more, it enables a better understanding of which patterns
may be appropriate for a given situation given a set of re-
quirements, dependencies, and constraints.

Beyond the patterns themselves, we have worked to de-
velop continuous improvement methods enabling organiza-
tions to advance through several transformational phases
each of which can result in greater levels of consistency,
efficiency, and of course security and compliance. As or-
ganizations continue down their path of improvement, they

will find themselves growing more able to focus their ef-
forts on their strategic goals and optimization rather thanon
continuously fighting fires.

In the following sections, we present several of the com-
mon architectural building blocks that can be used and com-
bined by organizations to achieve a stronger security pos-
ture, followed by a discussion of several transformation
phases through which organizations can progress on their
way to realizing systemically secure architectures.

2 A Building Block Approach

There is no one set of building blocks that will work for
everyone. Every organization has its own set of policies,
priorities, and business and security goals. There are com-
mon traits that can be found between organizations, how-
ever. This observation is reflected in some of the common
patterns that have been developed and are discussed below.
Organizations should consider, assemble, and combine only
those building blocks that are appropriate for them.

Each building block has some intrinsic merit. By imple-
menting a building block, an organization should be able to
realize some security or compliance benefit. The degree to
which a benefit can be realized is based on how systemati-
cally it can be applied to and integrated with the overall IT
architecture. Greater rewards can be achieved for organi-
zations leveraging and integrating multiple building blocks
because of their ability to reinforce one another.

We have selected several architectural building blocks
that will serve to better illustrate this concept. It is not
our intent to exhaustively discuss this subject matter, rather,
to provide representative samples that are indicative of our
systemically secure architecture approach. The building
blocks that are discussed in more detail below include se-
cure components, secure execution containers, secure net-
work enclaves, consolidated, shared service models, enter-
prise grid architectures, portal-based architectures, and thin-
ner client architectures.

2.1 Secure Components

All IT environments are comprised of discrete compo-
nents. These components can take the form of hardware
platforms, firmware, operating systems, middleware, or ap-
plications. All too often, organizations find themselves vul-
nerable to attack, at this most basic level, because individual
components have not been properly secured. Time and time
again, components have been exploited because the compo-
nents were not secured in accordance with industry recom-
mendations or an organization’s own security policies.

This problem is compounded by the fact that to deliver
some measure of business value often many components



must be layered or combined, thereby increasing the like-
lihood of a vulnerability or exposure being present in the
resulting configuration. Individual components must be se-
cured regardless of the their type and similarly any aggre-
gation of components must also be secured. While quality
may be present trivially by combining secure components,
in general additional steps must be taken to secure the ag-
gregate ([5]).

While the actual steps taken to secure individual compo-
nents will vary by component type and vendor, often there
are a number of ways in which a component can be tuned
for greater security. Some of the more common ways in-
clude minimization, hardening, role-based access control,
configuration and integrity assessment, and auditing.

Security recommendations for specific products are of-
ten documented in vendor, industry group (e.g., The Cen-
ter for Internet Security (CIS)), or government organiza-
tions (e.g., National Institute of Standards and Technology
(NIST)) publications. Regardless of the source or method
used, securing individual components is the first step toward
establishing a secure IT foundation.

2.2. Secure Execution Containers

Building upon the foundation provided by individual
components that have been secured, we look at ways in
which services and applications can be compartmentalized
to protect them from accidental or malicious attack and to
contain the damage that can result from a service being suc-
cessfully exploited. As a core building block, secure ex-
ecution containers refer to the ability of an application or
service to run in its own isolated compartment with exactly
the privileges and capabilities that it needs to perform its
business function ([8]).

Usually, only one service or application is placed within
a single secure execution container. This convention is used
to establish well-defined rules about what the individual
container can and cannot do and to define what constraints
may be placed on the container. There is nothing inherent in
the concept of a secure execution container that would pre-
clude more than one service being installed within a con-
tainer, however. Organizations must do their own risk as-
sessment to understand if the expected reward outweighs
the potential risk.

This building block attempts to apply security principles
such as self-preservation, defense in depth, least privilege,
and compartmentalization to the domain of service delivery.
The actual method used to construct a secure execution con-
tainer varies based on organizational requirements, product
capabilities, and of course the threat profile for a given ser-
vice or application. Some services may require physical
separation whereas others may employ electrical, logical,
or resource-level separation to achieve similar goals albeit

with different degrees of assurance.
For example, secure execution containers can be con-

structed at the platform and operating systems layer using
the Solaris Operating System using a variety of methods
such as employing individual systems (physical), Sun dy-
namic system domains (electrical), Solaris 10 containers
(logical), virtual machine technology (logical), and chroot
environments (logical). While this example focused on op-
erating systems, a similar approach can be applied to the
application domain as well.

2.3. Secure Network Enclaves

A progression from the use of secure execution contain-
ers are secure network enclaves. These building blocks are
used to compartmentalize and control access to communi-
ties of users and services at the network level. They act as
network guards that only permit communication over ap-
proved protocols between approved parties. Just as with se-
cure execution containers, individual enclaves only support
a single service or user community although this choice is
a matter of convention and is not a requirement. Secure ex-
ecution containers may consist of a single or multiple exe-
cution containers depending on the reliability, performance,
and availability requirements for a given service. A funda-
mental design goal is that the enclave itself should not need
to be modified to adjust capacity or reliability characteris-
tics.

Secure network enclaves can be used to group commu-
nities of users such as those residing in the same physical
office location or in logical departments (e.g., human re-
sources or engineering) that may span multiple physical lo-
cations. They can also be used to compartmentalize access
to specific infrastructure or application-level services.In
this capacity they can be used as part of a defense in depth
strategy to contain breaches of security and to curtail the
spread of malware through an enterprise.

We apply the principle of least privilege to secure net-
work enclaves by restricting access to the enclave based on
the protocols or services that it is permitted to import or ex-
port and by the user or service communities with whom the
enclave is permitted to communicate. This approach rep-
resents a service-centric view for organizing and securing
access to network services.

For example, users in an engineering community may
not be able to directly access finance services (nor the con-
tainers in which those services reside) except to access a
paycheck application, access to which has been granted to
that community. Everyone is untrusted until proven oth-
erwise through a process of identification and authoriza-
tion. Once authenticated, users and services may then only
access services to which they have been authorized. To-
day, this approach represents a paradigm shift from how



networks are protected because this fine-grained service-
centric access control model replaces the much cruder
model that was based on the distinction between external
and internal access.

Secure network enclaves often have the following capa-
bilities: well-defined service interfaces (inbound, outbound,
and management), default deny access policies, virtual-
ized point of access (e.g., IP address), intra-enclave com-
partmentalization, and load balancing or clustering support.
Not all of these components need be used in every enclave
instance. As with other security controls and patterns, or-
ganizations must leverage the proper controls that manage
risk, cost and complexity. So far, there has been no real dis-
cussion of traditional network security controls such as fire-
walls, proxies or intrusion detection systems. This omission
is by design. It is not our intent to imply that these con-
trols are not appropriate, but rather that there are other ar-
chitectural approaches that can be used to help secure mod-
ern networks. Particularly with the convergence of security
and networking technologies, new options become possi-
ble. That said, organizations should always carefully assess
the risks and threats to their services and employ additional
controls where appropriate to manage their risk to an ac-
ceptable level.

2.4. Consolidated, Shared Service Models

The concept of secure network enclaves can be ex-
tended to implement consolidated, shared service models
for both infrastructure and application services. By lever-
aging and connecting groups of secure network enclaves
based on business and technical requirements, organizations
can more effectively deliver services on demand to only
those who need them. Provisioning or using a new service
then becomes a matter of establishing a connection between
relevant enclaves. Services themselves are supported by a
strong, layered set of security protections as they have been
built upon the foundation provided by the earlier building
blocks.

Example infrastructure shared service farms could sup-
port services such as DNS, HTTP, FTP or LDAP. In a
similar fashion, application-level shared services couldbe
modular web-services components or connectors integrated
within a service-oriented architecture. The secure network
enclaves provide the underlying infrastructure to deliver
these shared components that are then composed and aggre-
gated at the application layer to construct business services.
Individual web service components could provide critical
security services such as identification, authentication,au-
thorization, and auditing and can be aligned and integrated
with their infrastructure counterparts.

The shared services approach has a number of security
benefits that are relevant for systemically secure architec-

tures. Chief among them is the application of compart-
mentalization, least privilege, and defense in depth in their
inherent design. Simply put, shared service farms benefit
from the structures from which they are composed. Fur-
thermore, by leveraging common components and configu-
rations, shared services can be more easily secured, because
each of the shared service components is grouped (physi-
cally or logically) with its peers rather than being scattered
across an enterprise where change and configuration control
issues become more challenging. Said another way, rather
than having to scour an entire network for all services of a
given type so that a critical fix can be applied, organizations
become able to focus their efforts on just a single or small
set of shared service farms (that provides a given service).

Reducing component level diversity yields less variation,
making shared services typically easier to secure, main-
tain, and monitor. Should a vulnerability be found within
a shared service, it can be more easily eradicated because
its configurations and interfaces are well-defined and un-
derstood. This approach allows organizations to focus their
remediation efforts in a more fine-grained way to more
quickly and easily eliminate the problem. Lastly, the shared
service construct is useful for detecting non-compliance as
each of the components used to support a shared service
should generally be configured in a consistent manner. Any
deviation from the expected result could trigger an alarm.

2.5. Enterprise Grid Architectures

The enterprise grid architecture is a recent approach to
managing traditional data center environments. From a
security perspective, most of the components and inter-
relationships remain the same, but the way in which compo-
nents are provisioned, personalized, and managed changes
in an enterprise grid architecture. Such architectures are
predicated on the use of a common management framework
that is used to help reduce the time, cost, and complexity
associated with more traditional forms of building out and
managing systems, networks, services, and entire data cen-
ters.

Systemically secure architectures benefit from and are
reinforced by such centralized management capabilities.
They can be used to enforce consistent policies across grid
elements, to reduce deployment time and complexity, and
to improve repeatability of process and consistency of con-
figurations across sets of deployed elements whether they
are secure components, secure execution containers, secure
network enclaves, or the shared services that are built upon
them. Enterprise grid architectures can be employed to not
only improve consistency, awareness, and security, but they
can also be used to automate the creation, assembly, and
management of systemically secure architecture building
blocks.



Centralized management frameworks can support the as-
sessment or validation of components, containers, enclaves,
and services allowing organizations to detect and respond
more effectively to breaches of security or process (e.g.,
configuration or change control). More concepts and prod-
ucts able to construct and maintain systemically secure ar-
chitectures are expected to be developed and standardized
as the technology behind enterprise grid architectures ma-
tures. However, enterprise grid architectures themselvesare
not without their own class of security risks and concerns.
In mid 2005, organizations such as the Enterprise Grid Al-
liance are working to identify and remedy those security
issues specific to enterprise grid technologies.

2.6. Portal-based Architectures

The portal-based architecture building block serves a
number of uses in a systemically secure architecture.
Firstly, it provides a barrier between user communities (and
their respective network enclaves) and the network enclaves
that are used to offer specific services. In this regard, a por-
tal is acting as a proxy that requests services on behalf of a
user.

Secondly, portal based architectures provide an aggre-
gation point that allows an organization to focus its access
requests on a single (or small set) of locations rather than
opening up access from anywhere on the network. Some
portal technologies can also detect the type of device used
to access the portal thereby providing an additional criteria
to be used for access control decisions. For example, a user
may be allowed access to sensitive information or functions
when accessed from a more trustworthy source such as a
dedicated system connected within the organization as op-
posed to from a PDA connected via a third-party service
provider.

Lastly, portal-based architectures can provide a consis-
tent and centralized interface for users wishing to access
services offered by an organization. Portals are thereforein
the position to leverage a unified identity and access man-
agement service to grant access to those services to which
a user has been entitled. Portals can inspect and audit user
activities. In this capacity, traditional portal-based architec-
tures may be augmented with additional security capabili-
ties such as application proxies or XML firewalls. Should
a user no longer need access to a service, a portal provides
a centralized inspection point where access can be revoked.
While a portal can perform initial authentication for users,
some applications may require that a user re-authenticate
using the same or different mechanisms to grant access to
specific services or functions.

2.7. Thinner Client Architectures

Traditional fat-client desktops are not only a costly solu-
tion to providing ubiquitous access to services, they are also
a source of many well-documented security problems in-
cluding software piracy, data theft and loss, and malware in-
fection and propagation. Despite all of these challenges, or-
ganizations continue to invest (often quite heavily) in rein-
forcing the security of their fat client deployments through
the purchase of various bolt-on packages.

The use of fat client technology amplifies the security
challenges facing organizations today for a number of rea-
sons. Primarily the sheer number of deployed systems often
makes it difficult and costly to ensure that they are operating
in a consistent and safe manner. Furthermore, organizations
often lack sufficient control over what software is installed
on those platforms by end users either intentionally or other-
wise. Similarly, data is often copied to or cached on desktop
platforms where it may not be safeguarded to the level re-
quired by an organization’s policy. Finally, fat clients have
an intrinsic value making them valuable targets for theft.
Once stolen the information stored locally on the fat client
can be accessed, used, or sold, with the potential for caus-
ing damages far beyond the intrinsic value of the stolen fat
clients.

Thinner client architectures solve many of these security
issues through the effective creation of desktop utility envi-
ronments where small, stateless networked devices are used
to replace traditional fat clients as the desktop. These de-
vices have no local configuration, storage, or state and must
be used in conjunction with a server environment. As a re-
sult, there is no longer a need to deploy security controls on
each and every desktop because that is accomplished cen-
trally through the desktop utility. Thinner client architec-
tures have a much lower intrinsic value and are therefore a
less interesting target for thieves.

Thinner client architectures also have the benefit that
they help simplify the security problem by providing a sin-
gle control point for accessing and delegating access to ser-
vices and data whether through portal-based architecturesor
through more traditional means. The level of centralization
also means that configurations and software can be more
rapidly updated or patched in response to security alerts.
For example, a security patch could be applied to one sys-
tem to correct a security flaw impacting hundreds of users
rather than having to distribute and implement the fix to
hundreds of desktops individually.

3 Transformation Phases

So far, we have discussed several typical building blocks
that can be used in the construction of systemically secure
architectures. These technological building blocks aloneare



necessary though insufficient for those organizations wish-
ing to reap the benefits of systemically secure architectures.
To fully realize their true potential, organizations must jpin
these architectural patterns and building blocks and theirex-
isting policies to a process of contiunuous improvement and
iterative refinement.

Through the use of such improvement methods, organi-
zations will be able to better manage complexity and cost
while constructing a more agile, flexible, and compliant ar-
chitecture capable of meeting their business goals. By pro-
gressing through the transformational phases listed below,
organizations may find that they are better able to react more
quickly and effectively to security emergencies, reduce the
number of defects associated with security configurations,
and improve the focus and effectiveness of existing secu-
rity teams through a continuously improving and proactive
approach to security.

Few organizations have the luxury of starting fresh with
their IT landscape where security can be considered from
the start. Rather, most organizations need to adapt their ex-
isting, legacy deployments to transform them to systemi-
cally secure architectures. For some organizations, this pro-
cess may be as simple as a few minor adjustments to their
overall IT security plan. For others, it may be more of an
evolutionary process that will take a sustained commitment
of time, money, resources, and organizational focus.

We have identified several transformational phases
through which organizations progress in order to improve
upon their level of architectural and operational maturityas
well as to better integrate and align IT security with their
business goals. The transformational phases that are dis-
cussed in more detail below include consolidation, stan-
dardization, automation, and optimization.

Organizations cannot rush through each of these phases,
but instead, they must mature gradually through the various
phases. Different aspects of IT security can and often do
exist in different phases at the same time. Organizations
may make informed risk management decisions that limit
how far they want to progress in a given area. These are
both normal and acceptable.

The systemically secure architectures concept is not
about simply meeting some number of items on a check
list. Rather, it is a flexible model that adapts to organiza-
tional policies and needs with the goal of transforming an
existing IT architecture into a secure, compliant, agile, and
optimized environment capable of delivering not only com-
pliance but also sustained business value.

3.1 Consolidation

Organizations focused on the transformational phase of
consolidation are focused on managing variance in their en-
vironment. All too often organizations suffer from the lack

of structured configuration and change control which results
in endless variation through an IT environment. Note that
we are not talking about creating homogeneous environ-
ments; instead, we are talking about managing IT diversity
to an acceptable level that can be more easily managed and
secured.

This first phase consists of consolidating existing de-
ployments into a manageable set of systems, software, and
configurations. Over time, existing practices often become
less scalable, configurations become less secure and con-
sistent, and administration become more resource intensive
as a result of unchecked variation in an environment. For
example, differences between configurations may result in
unmitigated vulnerabilities, inconsistent interfaces, or even
support and troubleshooting problems. The greater the di-
versity, the higher the probability that something will be
missed along the way, creating security vulnerabilities and
exposures. By reducing this level of diversity to an accept-
able level, organizations can be better prepared to move to
the standardization phase discussed next.

During the consolidation phase, organizations com-
mence by creating an inventory of which types of comput-
ing systems, operating systems, application software pack-
ages, or configurations exist and by consolidating them
(where possible) into a set that has just the right mix of di-
versity. We will not go into details as to what constitutes
the right set of systems and configurations here because it
depends too much on individual circumstances. Suffice it to
say, keeping diversity at a minimum has security, manage-
ment and cost advantages, while increasing diversity can
help mitigating various types of risks, such as those caused
by dependencies on vendors, staff, or service providers.

3.2 Standardization

This second phase is called standardization and goes
hand in hand with the first phase of consolidation. Lever-
aging standardized configurations provides assurance of
which interfaces and capabilities individual IT elements
possess. Once these attributes are well understood, greater
levels of automation and optimization can be implemented
to further improve security, consistency and efficiency.
Without such standardization, organizations will not be able
to respond as quickly or completely as they otherwise could.
For example, if each system in an organization were config-
ured differently, it would be very difficult to move services
between systems in a timely manner in response to chang-
ing business conditions, to determine which systems may
be at risk due to a recently announced vulnerability or to
recover disabled platforms should disaster strike.

The development of internal standards and reference
configurations applies to middleware and applications as
much as it does to hardware platforms and operating sys-



tem software. We are not necessarily advocating a single
standard that should apply across an entire organization, but
rather there should exist a small and manageable number
of configurations that collectively support an organization’s
goals. While not every element may be able to take advan-
tage of such standards, exceptions should be just that: ex-
ceptions and not the rule when considering an organization
as a whole.

The phase of standardization consists of developing and
documenting security policies, standards and processes if
they do not already exist. Written checklists and recommen-
dation guides help ensure that all IT elements are configured
in accordance with company standards and/or vendor and
industry accepted recommendations. Recommended inter-
faces, services, protocols or options used by applications
and services must also be documented, where appropriate,
in order to provide critical IT security guidance to system
administrators and application developers alike. As organi-
zations move toward systemically secure architectures, itis
critical that such interfaces and standards be used as the IT
architecture and services evolve to maximize security and
efficiency.

These standards need to exist for all products and ser-
vices that are used and need to be enforced through a strong
IT governance process. Further, they need to be kept up to
date as installations change over time. For example, a se-
curity checklist for an older version of an operating system
may be incomplete and fail to address key security issues
introduced in a newer version of the product. Documented
standards provide a baseline against which to verify that
systems are configured in accordance with organizational
policy and are the prerequisite for the subsequent phase of
automation.

3.3 Automation

Once organizations have consolidated diversity in their
environments and established well-defined capabilities and
interfaces for their IT components, higher levels of automa-
tion become more possible. Automation allows organiza-
tions to manage IT environments that may fundamentally be
more complex than they could otherwise manage because it
can provide a buffer between administrators and the inher-
ent complexity of the environment.

Automation has traditionally been applied to IT compo-
nent provisioning and to a subset of typical operations ac-
tivities such as data backup. Automation can be used to
enforce consistent installation, upgrade, configuration,and
patching of IT elements whether at the infrastructure or ap-
plication level. In addition to simply making changes to
IT elements, automation can also leverage the policies and
standards that have been developed to assess deployed com-
ponents to detect deviations and to spot and potentially cor-

rect non-compliant configurations.
In fact, by examining the entire life cycle of security,

automation can be used to apply security changes through-
out an IT environment in accordance with specified profiles
or policies. Automation can provide the ability to undo
changes previously made and assess deployed configura-
tions to detect if they are in compliance with the profile
against which they had been secured in the first place. By
viewing IT security through this perspective, new opportu-
nities emerge, allowing organizations to leverage automa-
tion in increasingly more sophisticated and comprehensive
ways (starting small and using a building block approach) in
order to recapture time, money, and resources that can most
certainly be spent in a more productive and ideally strategic
manner.

Automation is also an excellent opportunity to capture
process and knowledge. All too often organizational mem-
ory is captured only in the minds of its employees. As
employees transition to new roles, retire, or find new op-
portunities, knowledge and history is invariably lost. By
codifying this knowledge into automated process, organi-
zations can begin to move from a culture of heroes to one
that delivers a more consistent, repeatable, and measurable
experience.

3.4 Optimization

The final phase is optimization. This phase takes advan-
tage of the phases that have come before in order to look for
greater levels of security and efficiency. Organizations are
not static and whatever worked yesterday may not neces-
sarily work tomorrow. It is critical therefore that organiza-
tions not only maintain their consolidated and standardized
configurations and automated processes but that they also
look for ways in which they can be improved. Failures, root
cause analysis, and lessons learned are leveraged as part of
this phase to improve existing work and to prevent the same
failures from occurring again. Organizations at this phase
are proactive with respect to security and are actively learn-
ing from their mistakes.

Organizations who reach the optimization phase will of-
ten find themselves in compliance with external regulations
and internal policies. Liability management will be in a
state of equilibrium allowing organizations to refine exist-
ing practices and focus their efforts on increasing business
value in addition to strategic alignment with business goals
and future directions.

4 Conclusions

This paper has introduced the concept of systemically
secure architectures, a comprehensive, architecturally fo-
cused approach to securing IT environments. Using ar-



chitectural patterns and building blocks founded on time-
tested security principles, organizations can more readily
construct architectures that can meet their security, privacy
and compliance needs. Several of the more common build-
ing blocks that were discussed in more detail include secure
components, secure execution containers, secure network
enclaves, consolidated, shared service models, enterprise
grid architectures, portal-based architectures, and thinner
client architectures.

Constructing secure IT architectures is relatively easy
compared to the challenges of keeping them secure. Rec-
ognizing this fact and knowing that most organizations will
need to adapt their existing, legacy deployments, the pa-
per identifies the four transformational phases of consolida-
tion, standardization, automation, and optimization through
which organizations must progress in order to realize the
the security, agility, and efficiency benefits afforded by the
systemically secure architecture approach. Through each
of these transformational phases, organizations can work
to improve upon their level of architectural and operational
maturity, as it pertains to IT security.

Together, these elements can be leveraged, adapted, and
combined to help organizations construct and maintain se-
cure IT architectures that are able to satisfy their security,
privacy, and compliance needs while still supporting (and
potentially accelerating) other business and IT objectives.
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